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Task Introduction – ACM RecSys Challenge

Find your ideal hotel on Trivago



Dataset and Evaluation Metrics 

• Mean Reciprocal Rank (MRR) 

(⅓ + ½  + 1) / 3 = 0.6111



Baseline Model - Based on Popularity 

- Get the number of clickout that each item received
- The final submission will have an impression list sorted 
according to the number of clickout per item

Clickout

Item



Results

MRRScore

Baseline  0.28

Leaderboard



Transition Matrix

● Item-Item transition (0.3)

● Personalized item-item transition matrix (0.5)



Results

MRRScore

Baseline  0.28

Leaderboard

Transition Matrix 0.50



Feature Engineering - Statistics

▪ Users : 730, 803
▪ Sessions: 826, 842
▪ Clickout: 910, 683
▪ Records: 15, 932, 992
▪ Time range: 6 days
▪ User Distribution: Asian, Europe, North and South America



Feature Engineering - Session Features
● Interact before: The user interacted with the item before in another session
● Position in the list: The front positions are more likely to be chosen
● First interact: The item first interaction in one session period   



Feature Engineering - Interaction Features
interaction item image, interaction item info, 
interaction item deals, search for item



Methodology - Binary Classification

Train Test

Train Validation

90% 10%

0: 90% 

Downsample

1: 10% 

XGBoost with hyper - parameters tuning: AUC 0.83

Logistic Regression (LR) as baseline: AUC 0.78

Label
Positive examples 1: clicked out item 
Negative examples 0: unclicked out items

Pipeline

Decision Tree (DT): AUC 0.80



Results

MRRScore

XGBoost 0.58
LR, DT: 0.57

Baseline  0.28

Leaderboard

Transition Matrix 0.50



● Over 150 items properties can be derived from data given
● Directly input into model decreases performance
● SVD can reduce redundant information

○ Five-star hotels always have wifi

● We need a model to find features’ relationship and items’ relationship 
● MRR = 0.58 based on item information

More useful features – item metadata



● Input user-item interaction info by concatenating transition prob
● MRR = 0.59 
●

CNN based Model
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Full pipeline



MRR



Lessons Learned and future work

▪Importance of feature engineering
 
▪Large intermedia result

▪Test more models


