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ABSTRACT

As the ability to generate datasets with billions of records in relatively automated ways
continues to grow, new challenges are posed to modern large-scale data analysis from
several points of view such as scalability, feasibility, and interpretability. Thus, improved
algorithms on large-scale data platforms are of interest. Recent years have seen great
interest in Randomized Linear Algebra (RLA) algorithms. RLA is an interdisciplinary re-
search area that exploits randomization as a computational resource for the development
of improved algorithms for common matrix problems such as least-squares approxima-
tion, low-rank matrix approximation, and Laplacian-based linear equation solvers. In this
thesis, our focus is on the underlying theory and practical implementation of RLA algo-
rithms. In particular:

CHAPTER 3 describes a novel sampling algorithm for large-scale over-determined quan-
tile regression problems whose running time is roughly proportional to the number
of non-zero elements in the matrix plus a term that depends on the low dimension
only.

CHAPTER 4 describes a hybrid algorithm named pwSGD — precondition weighted stochas-
tic gradient descent that combines RLA and SGD. We prove that pwSGD inherits
faster convergence rates that only depend on the lower dimension of the linear sys-
tem, while maintaining low computational complexity.

CHAPTER 5 describes a class of randomized Newton-type algorithms that exploit non-
uniform sub-sampling as well as inexact updates for a class of constrained opti-
mization problems. We show that our methods are more robust to ill-conditioned
problems than other similar previous approaches.

CHAPTER 6 presents results of implementing RLA algorithms for least-squares problems,
quantile regression, and CX decomposition problems in parallel and distributed en-
vironments using Apache Spark, and discuss various tradeoffs in the implementa-
tions. In particular, we demonstrate that least-squares problems with up to terabyte-
sized data can be solved to low, medium, or high precision on existing distributed
systems.

CHAPTER 7 demonstrates that applying CX/CUR decomposition to large-scale Mass Spec-
trometry Imaging (MSI) datasets returns interpretable results as it successfully iden-
tifies important ions and locations in complex biological samples.

Allin all, we show that RLA is a powerful tool for deriving scalable algorithms for large-
scale regression and optimization problems, and we demonstrate that RLA algorithms are
amenable to distributed computing platforms and are useful in scientific applications.
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INTRODUCTION

Matrix algorithms lie at the heart of modern data analysis. The essential reason is that
matrices provide a convenient mathematical structure with which to model data arising
in a broad range of applications: an n x d real-valued matrix A provides a natural structure
for encoding information about n objects, each of which is described by d features. For
example, in many internet applications, term-document matrices can be constructed with
Ajj indicating the frequency of the j-th term in the i-th document. In genetics, DNA SNP
(Single Nucleotide Polymorphism) or DNA microarray expression data can be represented
in such a framework, with A;; representing the expression level of the i-th gene or SNP in
the j-th experimental condition or individual.

With this handy structure, many data applications can be formulated as matrix prob-
lems. One prototypical example is the least-squares problem. That is, given A € R"*? and
b € R", solve

min || Ax — b]|%
x€R4

The solution is the best fit in the least-squares sense: it minimizes the sum of squared
residuals. It can be used to depict the relationship between the response variable, i.e.,
vector b and the observed covariates, i.e., columns of A. Another fundamental matrix
problem is low-rank matrix factorization. Given an m x n data matrix A," find two smaller
matrices whose product is a good approximation to A. That is, they aim to find matrices
Y and Z such that
A=Y x Z
mxn  mxk kxn

is a rank-k approximation to the original matrix A (k < min(m,n)). Low-rank factor-
izations are often useful in data compression, as smaller matrices can be stored more effi-
ciently. Also, as it is difficult to visualize data sets containing a massive number of rows or
columns, low-rank approximation methods express every data point in a low-dimensional
space defined by only a few features.

However, as the ability to generate datasets with billions of records in relatively au-
tomated ways continues to grow, new challenges are posed to modern large-scale data
analysis. There are three main reasons. First, many traditional matrix algorithms don’t
scale well with the size of the dataset. For example, as a direct solver requires O(nd?)
time to solve the above least-squares problem, it might take three days to solve a large-
scale least-squares problem, e.g., n = 10° and d = 10°. Second, with large datasets, it is
often the case that the data cannot fit into the memory on a single machine, then secondary
storage will be necessary, which incurs enormous I/O costs during each pass. However,
most traditional matrix algorithms are designed to run on a single machine and are not
amenable to parallel and distributed computing environments, which are easily accessi-
ble nowadays. Third, as the size of the datasets grows, practitioners are often interested
in matrix decomposition methods that use a few actual columns/rows to reconstruct the
matrix. It is then much easier to interpret the results for domain experts. Thus, improved
algorithms on large-scale data platforms are of interest.

1 Here when talking about matrix factorization, we assume A is an m x n matrix rather than n x d.



INTRODUCTION

Recent years have seen great interest in Randomized Linear Algebra (RLA) algorithms.
RLA is an interdisciplinary research area that exploits randomization as a computational
resource for the development of improved algorithms for common matrix problems such
as least-squares approximation, low-rank matrix approximation, and Laplacian-based lin-
ear equation solvers.

In this work, our main focus is on the underlying theory and practical implementa-
tion of RLA algorithms for various matrix problems such as £, regression and CX/CUR
decomposition. The contributions can be summarized as follows. In terms of the theory,

CHAPTER 3 describes a novel sampling algorithm for large-scale overdetermined quan-
tile regression problems that runs in time that is nearly linear in the number of
nonzeros in the input data. Quantile regression is a method to estimate the quan-
tiles of the conditional distribution of a response variable, expressed as functions
of observed covariates, which permits a much more accurate portrayal of the rela-
tionship between the response variable and observed covariates. The core of our
algorithm is constructing a subspace-preserving embedding for the loss function of
quantile regression using RLA. The material in this chapter appears in Yang, Meng,
and Mahoney [YMM13; YMM14].

CHAPTER 4 describes a hybrid algorithm named pwSGD — precondition weighted stochas-
tic gradient descent that uses RLA techniques to construct a randomized precondi-
tioner and an importance sampling distribution, and then performs an SGD-like
iterative process with weighted sampling on the preconditioned system for ¢, re-
gression. Here the randomized preconditioner is constructed using subspace em-
beddings in RLA. We prove that PWSGD inherits faster convergence rates that only
depend on the lower dimension of the linear system, while maintaining low com-
putational complexity. The material in this chapter appears in Yang et al. [Yan+16a;
Yan+16b].

CHAPTER 5 describes a class of randomized Newton-type algorithms that exploit non-
uniform sub-sampling as well as inexact updates to reduce the computational com-
plexity for optimization problems where the objective can be written as F(w) =
Y1 fi(w) + R(w). Two RLA based data-aware non-uniform sampling techniques,
namely leverage scores sampling and row norm squares sampling, are considered.
We show that these techniques drastically drive down the complexity of Newton’s
algorithm while maintaining a fast convergence rate. We also demonstrate that they
are more robust to the ill-conditioning of the problem both theoretically and empir-
ically. The material in this chapter appears in Xu et al. [Xu+16].

As for the practical side,

CHAPTER 6 presents results of implementing RLA algorithms for overdetermined least-
squares problems, overdetermined quantile regression, and CX/CUR decomposi-
tion problems in parallel and distributed environments using Apache Spark. These
problems are ubiquitous in many fields to which machine learning and data analysis
methods are routinely applied, such as geophysical applications and high-frequency
trading. We show that these algorithms are amenable to distributed computing. In
particular, we demonstrate that least squares problems with up to terabyte-sized
data can be solved to low, medium, or high precision on existing distributed sys-
tems. For CX/CUR decomposition, in order to assess the relative performance on
various hardware, we consider three contemporary platforms. We report results on
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these platforms and their implications on the hardware and software issues arising
in supporting data-centric workloads. The material in this chapter appears in Yang,
Meng, and Mahoney [YMM16; YMM14] and Gittens et al. [Git+16a]

CHAPTER 7 demonstrates that applying CX/CUR decomposition to large-scale Mass Spec-
trometry Imaging (MSI) datasets returns interpretable results as it successfully iden-
tifies biologically important ions and locations in complex biological samples. This
demonstrates the usefulness of RLA algorithms in large-scale scientific applications.
The material in this chapter appears in Yang et al. [Yan+15].

In addition, we present two novel works regarding large-scale kernel learning, which is a
useful tool for exploiting nonlinear patterns in the dataset.

CHAPTER 8 describes Quasi-Monte Carlo feature maps for shift-invariant kernels to accel-
erate training and testing speed of kernel methods on large datasets. This uses Quasi-
Monte Carlo techniques to approximate integral representations of shift-invariant
kernel functions. We derive a new discrepancy measure called box discrepancy based
on theoretical characterizations of the integration error with respect to a given
sequence. Our theoretical analyses are complemented with empirical results that
demonstrate the effectiveness of classical and adaptive QMC techniques for this
problem. The material in this chapter appears in Yang et al. [Yan+14a] and Avron
et al. [Avr+16].

CHAPTER 9 develops a new randomized technique called random Laplace features to
approximate a family of kernel functions adapted to the semigroup structure of
R . This is the natural algebraic structure on the set of histograms and other non-
negative data representations and thus it finds applications in computer vision. We
provide theoretical results on the uniform convergence of random Laplace features.
Empirical analyses on image classification and surveillance event detection tasks
demonstrate the attractiveness of using random Laplace features. The material in
this chapter appears in Yang et al. [Yan+14b].

The rest of this thesis is organized as follows. In Chapter 2 we provide background and
preliminaries in RLA that are frequently used in the thesis. Following that are the corre-
sponding chapters that contain details of works mentioned above. For better presentation,
we defer all proofs to the appendices.
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RANDOMIZED LINEAR ALGEBRA BACKGROUND

In this chapter, we first define the notation used. In section 2.2 we introduce two important
notions in RLA—conditioning and leveraging scores. Three core technical tools, namely
ellipsoidal rounding, low-distortion subspace embedding, and preconditioning, are de-
scribed in Section 2.3. Finally, in Section 2.4 we discuss the application of RLA to two
classical problems—/, regression and low-rank factorization. Overviews of the general
RLA area have been provided in [Mah11; DM16].

2.1 NOTATION

® Uppercase letters denote matrices and constants: e.g., A, R, C, etc.
* Lowercase letters denote vectors and scalars: e.g., x, b, p, m, n, etc.

e For any matrix A, A(i)/ AU and Ajj denote the i-th row, the j-th column of A, and
the (i,)-th element of A; and A denotes the column space of A.

* Aslong as it is clear in the text, we use x; to denote either the i-th coordinate of x or
the i-th vector in a sequence of vectors {x;}! ;.

We use || - ||, to denote the £, norm of a vector, || - || the spectral norm of a matrix,
|| - || the Frobenius norm of a matrix, and | - |, the element-wise £, norm of a matrix.

e We use [n] to denote the set {1,2,...,n}.
e We use nnz(A) to denote the number of nonzero elements in A.
e We use poly(d) to denote a polynomial in d of low degree, e.g., 7.

» We use A" to denote the Moore-Penrose pseudoinverse of A.

2.2 CONDITIONING AND LEVERAGE SCORES

Leveraging and conditioning refer to two types of problem-specific complexity measures,
i.e., quantities that can be computed for any problem instance that characterize how diffi-
cult the problem instance is for a particular class of algorithms. Understanding these, as
well as different uses of randomization in algorithm design, is important for designing
RLA algorithms, in theory and in practice.

2.2.1 Levemge scores

If we let H = A(ATA)TAT be the projection matrix onto the column span of A, then
leverage scores of A are defined as the diagonal elements of H. Formally, we have the
following definition.



2.2 CONDITIONING AND LEVERAGE SCORES

Definition 2.1 (Leverage scores). Given A € R™ 4 then fori =1,...,n, the i-th statistical
leverage score of A is defined as
6= Al (ATA) A,

Since H can alternatively be expressed as H = UUT, where U is any orthogonal basis
for the column space of A, e.g., the Q matrix from a QR decomposition or the matrix of
left singular vectors from the thin SVD, the leverage of the i-th observation can also be
expressed as

n
hip =Y U = U |1 (2.1)
j=1

Leverage scores provide a notion of “coherence” or “outlierness,” in that they measure
how well-correlated the singular vectors are with the canonical basis [MDog; Dri+12;
CR12] as well as which rows/constraints have largest “influence” on the least-squares
fit [HW78; CH86; VW81; CH88]. Computing the leverage scores {h;;}!" ; exactly is gener-
ally as hard as solving the original LS problem, but 1 &+ € approximations to them can be
computed more quickly, for arbitrary input matrices [Dri+12].

Leverage scores are important from an algorithm design perspective because they de-
fine the key non-uniformity structure needed to control the complexity of high-quality
random sampling algorithms. In particular, naive uniform random sampling algorithms
perform poorly when the leverage scores are very non-uniform, while randomly sampling
in a manner that depends on the leverage scores leads to high-quality solutions. Thus, in
designing RLA algorithms, whether in RAM or in parallel-distributed environments, one
must either quickly compute approximations to the leverage scores or quickly prepro-
cess the input matrix so they are nearly uniformized—in which case uniform random
sampling on the preprocessed matrix performs well.

Informally, the leverage scores characterize where in the high-dimensional Euclidean
space the (singular value) information in A is being sent, i.e., how the quadratic well
(with aspect ratio x(A) that is implicitly defined by the matrix A) “sits” with respect to the
canonical axes of the high-dimensional Euclidean space. If one is interested in obtaining
low-precision solutions for least-squares problems, e.g., ¢ = 1071, that can be obtained by
an algorithm that provides 1 + € relative-error approximations for a fixed value of € but
whose € dependence is polynomial in 1/¢€, then the key quantities that must be dealt with
are statistical leverage scores of the input data.

2.2.2  Ly-norm condition number

If we let 0max(A) and opmin(A) denote the largest and smallest nonzero singular values
of A, respectively, then x(A) = 0max(A)/0f. (A) is the {,-norm condition number of
A which is formally defined in Definition 2.2. Computing «(A) exactly is generally as
hard as solving a least-square problem. The condition number x(A) is important from
an algorithm design perspective because x(A) defines the key non-uniformity structure
needed to control the complexity of high-precision iterative algorithms, i.e., it bounds
the number of iterations needed for iterative methods to converge. In particular, for ill-
conditioned problems, e.g., if k(A) ~ 10° >> 1, then the convergence speed of iterative
methods is very slow, while if x 2 1 then iterative algorithms converge very quickly.
Informally, x(A) defines the aspect ratio of the quadratic well implicitly defined by A
in the high-dimensional Euclidean space. If one is interested in obtaining high-precision
solutions for least-squares problems, e.g., ¢ = 1071, that can be obtained by iterating



2.3 ROUNDING, EMBEDDING AND PRECONDITIONING

a low-precision solution to high precision with an iterative algorithm that converges as
log(1/€), then the key quantity that must be dealt with is the condition number of the
input data.

For linear systems and least-squares problems, the /;-norm condition number is already
a well-established term.

Definition 2.2 (f,-norm condition number). Given a matrix A € R"*% with full column rank,
let o (A) be the largest singular value and o™ (A) be the smallest singular value of A. The
r-norm condition number of A is defined as xy(A) = o"¥(A) /o (A). For simplicity, we
use k (or x), oA, and o when the underlying matrix is clear from context.

For general £, norm and general /;, regression problems, here we state two related notions
of condition number and then a lemma that characterizes the relationship between them.

Definition 2.3 (/,-norm condition number [Cla+13]). Given a matrix A € R™*? and p <
[1, 00], let _
U;,"ax(A) = max | Ax||, and U;,‘ll“(A) = min | Ax||,.
[[x[l2=1 [lx[l2=1

Then, we denote by Kp(A) the £y-norm condition number of A, defined to be

Kp(A) = O (A) /R (A).

For simplicity, we use xp, 03"

5 in and 0™ when the underlying matrix is clear.

Definition 2.4 ((«, B, p)-conditioning [Das+o9]). Given a matrix A € R"™% and p € [1,00],
let || - || be the dual norm of || - ||p. Then A is («, B, p)-conditioned if (1) |A|, < &, and (2) for
allz € R, ||z||; < B||Az||p. Define &,(A), the («, B, p)-condition number of A, as the minimum
value of a such that A is («, B, p)-conditioned. We use &, for simplicity if the underlying matrix
is clear.

Lemma 2.5 (Equivalence of x, and &, [Cla+13]). Given a matrix A € R and p € [1,0],
we always have
d~1271ble, (A) < Rp(A) < dm>/21/Phe (A).

That is, by Lemma 2.5, if n > d, then the notions of condition number provided by
Definition 2.3 and Definition 2.4 are equivalent, up to low-dimensional factors. These low-
dimensional factors typically do not matter in theoretical formulations of the problem, but
they can matter in practical implementations.

The £,-norm condition number of a matrix can be arbitrarily large. Given the equiva-
lence established by Lemma 2.5, we say that a matrix A is well-conditioned in the £, norm
if x, or &, = O(poly(d)), independent of the high dimension n. We see in the follow-
ing sections that the condition number plays a very important part in the design of RLA
algorithms.

2.3 ROUNDING, EMBEDDING AND PRECONDITIONING

Ellipsoidal rounding, low-distortion subspace embedding and preconditioning are three
core technical tools underlying RLA algorithms. In this section, we describe in detail how
these methods are used. For p = 2, a preconditioner R can be computed in O(nd?) time as
the “R” matrix from a QR decomposition, although it is of interest to compute other such
preconditioners R that are nearly as good more quickly; and for p = 1 and other values of
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p, it is of interest to compute a preconditioner R in time that is linear in # and low-degree
polynomial in d. In this section, we discuss these and related issues. The algorithms fall
into two general families: ellipsoidal rounding (Section 2.3.1) and subspace embedding
(Section 2.3.2). We discuss practical tradeoffs in Section 6.1.

Throughout the rest of this section, we assume n > d. Many algorithms are only mean-
ingful when n > poly(d). Here, the degree of poly(d) depends on the underlying algo-
rithm, and may range from O(d) to O(d”).

2.3.1  Ellipsoidal rounding and fast ellipsoid rounding

In this subsection, we describe ellipsoidal rounding methods. In particular, we are interested
in the ellipsoidal rounding of a centrally symmetric convex set and its application to ;-
norm preconditioning. We start with a definition.

Definition 2.6 (Ellipsoidal rounding). Let C C R? be a convex set that is full-dimensional,
closed, bounded, and centrally symmetric with respect to the origin. An ellipsoid £(0,E) = {x €
R | ||Ex|l2 < 1} is a x-rounding of C if it satisfies £/x C C C &, for some k > 1, where £ /x
means shrinking £ by a factor of 1/x.

The £,-norm condition number x, naturally connects to ellipsoidal rounding. To see
this, let C = {x € R¥|||Ax|, < 1} and assume that we have a x-rounding of C: £ =
{x|||Rx||2 < 1}. This implies

IRx[l2 < | Ax]lp < &[|Rx[l2, ¥x € R,

If we let y = Rx, then we get
— d
Iyllz < IARTMyllp < xllyll2, vy € R%.

Therefore, we have x,(AR™!) < «. So a x-rounding of C leads to a x-preconditioning of
A.

Recall the well-known result due to John [Joh48] that for a centrally symmetric convex
set C there exists a d'/?-rounding. It is known that this result is sharp and that such round-
ing is given by the Lowner-John (L]) ellipsoid of C, i.e., the minimal-volume ellipsoid con-
taining C. Unfortunately, finding a d'/2-rounding is a hard problem. No constant-factor
approximation in polynomial time is known for general centrally symmetric convex sets,
and hardness results have been shown [Lov86].

To state algorithmic results, suppose that C is described by a separation oracle and that
we are provided an ellipsoid & that gives an L-rounding for some L > 1. In this case,
we can find a (d(d + 1))'/?-rounding in polynomial time, in particular, in O(d*logL)
calls to the oracle; see Lovasz [Lov86, Theorem 2.4.1]. This algorithmic result was used
by Clarkson [Claos] and then by Dasgupta et al. [Das+o9] for £, regression. Note that,
in the works mentioned above, only O(d)-rounding is actually needed, instead of (d(d +
1))1/2-rounding.

Recent work has focused on constructing ellipsoidal rounding methods that are much
faster than these more classical techniques but that lead to only slight degradation in
preconditioning quality. See Table 1 for a summary of these results. In particular, Clarkson
et al. [Cla+13] followed the same construction as in the proof of Lovasz [Lov86] but show
that it is much faster (O(d?log L) calls to the oracle) to find a (slightly worse) 2d-rounding
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Table 1: Summary of several ellipsoidal rounding for £, conditioning. Above, the * superscript de-
notes that the oracles are described and called through a smaller matrix with size n/d by

d.
‘ K ‘ TIME ‘ # PASSES ‘ # CALLS TO ORACLE
ER [Claos; Das+09] (d(d+1)V2 | O(ndlogn) | d®logn O(d*logn)
Fast ER [Cla+13] 2d O(nd®logn) | dlogn O(d?logn)
Single-pass ER [MM13b] 2412/ p=11+1 O(nd*logn) 1 O(d?logn)*

of a centrally symmetric convex set in R? that is described by a separation oracle. When
it is applied to £, conditioning, the result as summarized below.

Lemma 2.7 (Fast ellipsoidal rounding [Cla+13]). Given a matrix A € R4 with full column
rank, it takes at most O(nd>logn) time to find a matrix R € R4 such that x,(AR™!) < 2d.

Unfortunately, even this improvement for computing a 2d-conditioning is not imme-
diately applicable to very large matrices. The reason is that such matrices are usually
distributively stored on secondary storage and each call to the oracle requires a pass
through the data. We could group d calls together within a single pass, but this would
still need O(dlogn) passes. Instead, Meng and Mahoney [MM13b] presented a determin-
istic single-pass conditioning algorithm that balances the cost-performance trade-off to
provide a 2d2/P=1+1_conditioning of A [MM713b]. This algorithm essentially invokes the
fast ellipsoidal rounding method (Lemma 2.7) on a smaller problem that is constructed
via a single-pass on the original dataset. Their main algorithm is stated in Algorithm 1,
and the main result for Algorithm 1 is the following.

Lemma 2.8 (One-pass conditioning [MM13b]). Algorithm 1 is a 2d\?/P=1+1conditioning
algorithm, and it runs in O((nd* + d*)logn) time. It needs to compute a 2d-rounding on a
problem of size n/d by d, which needs O(d*logn) calls to the separation oracle on the smaller
problem.

2.3.2  Low-distortion subspace embedding and subspace-preserving embedding

In this subsection, we describe in detail subspace embedding methods. Subspace embedding
methods were first used in RLA by Drineas, Mahoney, and Muthukrishnan [DMMo6]
in their relative-error approximation algorithm for ¢, regression; they were first used in
a data-oblivious manner in RLA by Sarl6s [Saro6]; and an overview of data-oblivious
subspace embedding methods as used in RLA has been provided by Woodruff [Woo14].
Before getting into the details of these methods, we first provide some background and
definitions.

Let us denote by A C R”" the subspace spanned by the columns of A. A subspace
embedding of A into R® with s > 0 is a structure-preserving mapping ¢ : A — R®,
where the meaning of “structure-preserving” varies depending on the application. Here,
we are interested in low-distortion linear embeddings of the normed vector space A, =
(A, || - llp), the subspace A paired with the £, norm || - ||,. We start with the following
definition.
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Algorithm 1 Single-pass conditioning algorithm

1 Input: A € R with full column rank and p € [1, c0].
2: Output: A nonsingular matrix E € R?*? such that

Iyll2 < [ AEy[ly < 24771y, Wy € RY.

3: Partition A along its rows into sub-matrices of size d% x d, denoted by Ay,...,Am.
4 For each A;, compute its economy-sized SVD: A; = UZ-ZZ-VI-T.
5 Let A, =%,V fori=1,..., M,

M Vp
C={xeR* <Z||Alx|§> <1;,and A=
i=1

6: Compute the SVD A = UZVT.

7 Let & = £(0, Ey), where Ey = dmax{1/p=1/20} 75 -1,

8: Compute an ellipsoid £ = £(0, E) that gives a 2d-rounding of C starting from & that
gives an (Md?)|1/P=1/2_rounding of C.

9: Return gmin{1/p—1/20}F

Definition 2.9 (Low-distortion £, subspace embedding). Given a matrix A € R"*% and
p € [1,00], ® € R**" is an embedding of Ay if s = O(poly(d)), independent of n, and there
exist op > 0 and xgp > 0 such that

0o - [[ylly < [ ®yllp < xo00 - [lyllp, Yy e .Ap (2:2)

We call ® a low-distortion subspace embedding of Ay if the distortion of the embedding ke =
O(poly(d)), independent of n.

Given a low-distortion embedding matrix ® of A, with distortion x¢, let R be the “R”
matrix from the QR decomposition of ®A. Then, the matrix AR is well-conditioned in
the £, norm. To see this, note that

IAR "x]p < | AR x|y /09 < s™OVP7V2 Y| @ART |2 - |1x]2/ 0

— smax{01/p=1/2} iell, /0p,  Vx € RY,

where the first inequality is due to low distortion and the second inequality is due to the
equivalence of vector norms. By similar arguments, we can show that

IAR x|l > [|@AR™ |/ (0oKe) = s™™O/P712E |GAR  x2/ (vora)

= 0os™MOV/PT2 x5/ (0oKke),  Vx € RY.
By combining these results, we have

Kp(ARfl) < kps!V/P71/2 = O(poly(d)), (2.3)

10
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Table 2: Summary of ¢; and ¢, norm conditioning methods. QR and ER refer to methods based
on the QR factorization and Ellipsoid Rounding, as discussed in the text. QR_small and
ER_small denote the running time for applying QR factorization and Ellipsoid Rounding,

respectively, on a small matrix with size independent of n.

NORM NAME KP RUNNING TIME TYPE REFERENCE

Ellipsoidal Rounding (d(d+1))1/2 O(nd’ logn) ER [Claos]

Fast ER 2d O(nd3logn) ER [Cla+13]
Single-pass ER 242 O(nd? log n) ER [MM13b]

“ Dense Cauchy O(@3/210g3/2 a) O(nd? logd + d3 log d) QR [SWi1]
Fast Cauchy O(d9210g7/2 d) O(ndlogd + d3 logd) OR [Cla+13]
Sparse Cauchy 0(d11/210g11/2 g) O(nnz(A) +d” log® d) QR [MM13b]
SPCT2 6d O(nnz(A)logn +d” log® d) + ER_small QR+ER [MM13b]
SPCT3 0(d15/410g11/4 4) O(nnz(A)logn +d” logd d) + QR_small QR+QR [YMM14]

Reciprocal exponential O(ds/z logs/2 d) O(nnz(A) + a3 logd) QR [WZ13]

Lewis weights O(d% ]og% d) O(nnz(A) -logn+d3 logd) QR [CP15]

Gaussian o(1) O(nd?) QR [DSo1]

) SRHT o(1) O(ndlogn + d3 lognlogd) QR [Tro11]
Sparse embedding o(1) O(nnz(A) +d*) QR [CW13a]

Improved sparse embedding o(1) O(nnz(A)logd + 3 logd) QR [Coh16]
Refinement sampling o(1) O(nnz(A)log(n/d)logd+d3 log(n/d)logd) QR [Coh+15]

i.e., the matrix AR™! is well-conditioned in the ¢, norm. We call a conditioning method that
is obtained via the QR factorization of a low-distortion embedding a QR-type method; and we call
a conditioning method that is obtained via an ellipsoid rounding of a low-distortion embedding an
ER-type method.

Furthermore, one can construct a well-conditioned basis by combining QR-like and ER-
like methods. To see this, let R be the matrix obtained by applying the fast ellipsoidal
rounding method (Lemma 2.7) to ®A. We have

||AR_1x||p < HCDAR_le,,/Uq; <2d|x||2/0e, VYxeRY,
where the second inequality is due to the ellipsoidal rounding result, and
||AR‘1pr > ||<1>AR_lx||p/(0'q>Kq>) > ||x|l2/ (coke), Vx e RY

Hence
Kp(AR™) < 2dxg = O(poly(d))

and AR is well-conditioned. Following our previous conventions, we call this combined type
of conditioning method a QR+ER-type method.

In Table 2, we summarize several different types of conditioning methods for ¢; and /¢,
conditioning. Comparing the QR-type approach and the ER-type approach to obtaining
the preconditioner matrix R, we see there are trade-offs between running times and con-
ditioning quality. Performing the QR decomposition takes O(sd?) time [GVLg6], which
is faster than fast ellipsoidal rounding, which takes O(sd®logs) time. However, the lat-
ter approach might provide a better conditioning quality when 2d < s/1/7=1/2|. We note
that those trade-offs are not important in most theoretical formulations, as long as both
take O(poly(d)) time and provide O(poly(d)) conditioning, independent of 7, but they
certainly do affect the performance in practice.

A special family of low-distortion subspace embedding that has very low distortion
factor is called subspace-preserving embedding.

11
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Definition 2.10 (Subspace-preserving embedding). Given a matrix A € R"™ %, p € [1, 0]
and € € (0,1), ® € R**" is a subspace-preserving embedding of Ay if s = O(poly(d)), indepen-
dent of n, and

(=€) -lylly < l@ylly < A+e)-lyllp, Yy € Ap.

Based on the properties of the subspace embedding methods, we present them in the
following four categories; namely, data-oblivious subspace embedding methods for ¢, and
£1 norms, respectively; and data-aware subspace embedding methods for ¢, and ¢; norms,
respectively.

2.3.2.1 Data-oblivious low-distortion £y subspace embeddings

An ¢, subspace embedding is distinct from but closely related to the Johnson-Lindenstrauss
transform (JLT) provided by the following lemma.

Lemma 2.11 (Johnson-Lindenstrauss lemma [JL84]). Given € € (0,1), a point set X of N
points in RY, there is a linear map ¢ : R? — R® with s = Clog N /€, where C > 0 is a global
constant, such that

(1=e)x—yl* < llp(x) —¢WI> < A+ e)lx—yl? VYryex.
We say a mapping has the J-L property if it satisfies the above condition with a constant probability.

Indyk and Motwani [IM98] showed that a matrix whose entries are independent random
variables drawn from the standard normal distribution scaled by s~1/2 also satisfies the
J-L property. Later, Achlioptas [Acho1] showed that the random normal variables can be
replaced by random signs, and moreover, we can zero out approximately 2/3 of the entries
with proper scaling, while still maintaining the J-L property. The latter approach allows
faster construction and projection with less storage, although still at the same order as
the random normal projection. By using an e-net argument and triangle inequality, Sarlés
[Saro6] showed that a J-L transform can also aafvectors in IR”, with embedding dimension
O(dlog(d/e€)/€?).

It is important to note, however, that for some J-L transforms we are able to obtain
more refined results. In particular, these can be obtained by bounding the spectral norm
of (®U)T(®U) — I, where U is an orthonormal basis of A,. If ||(®U)T (dU) — I|| < ¢, for
any x € Ay, we have

[[@x3 — [lx[3] = [T (@U)T(@U) — I)z| < €]z = e]|x]3,

where z = Ux with ||z|l2 = ||x||2.

We show some results following this approach. First consider the a random normal
matrix. Using concentration result on its extreme singular values by Davidson and Szarek
[DSo1], we have the following result.

Lemma 2.12. Given a d-dimensional subspace A, C R" and €,6 € (0,1), let G € R°**" be
a random matrix whose entries are independently drawn from the standard normal distribution.
There exist s = O((v/d +log(1/6))?/€*) such that, with probability at least 1 — 8, we have

(1=e)llxl2 < [ls72Gxll2 < (1 +e)|xll2,  Vx € A

Dense J-L transforms, e.g., a random normal projection and its variants, are “slow” in
the sense that they use a matrix-vector multiplication for the embedding. Given a matrix

12
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A € R, computing A = ®A takes O(nnz(A) - s) time when ® is a dense matrix of size
s x n and nnz(A) is the number of non-zero elements in A. There is also a line of research
work on “fast” J-L transforms (FJLT) that started with [ACo6; ACog]. These approaches
use FFT-like algorithms for the embedding, and thus they lead to O(nlogn) time for
each projection. Hence, computing A = ®A takes O(ndlogn) time when @ is a fast J-L
transform. Their construction was further simplified by Ailon and Liberty [ALog; AL11].

A subsequently-refined FJLT was analyzed by Tropp [Tro11], and it is named the sub-
sampled randomized Hadamard transform (SRHT). An SRHT is a product of three ma-
trices ® = v/n/sRHD € RS*", where D € R™" is a diagonal matrix whose entries are
independent random signs; H € R"*" is a Walsh-Hadamard matrix scaled by n~'/2; and
R € R%*" restricts an n-dimensional vector to s coordinates, chosen uniformly at random.
As with other FJLT methods, the SRHT preserves the geometry of an entire ¢, subspace
of vectors by using a matrix Chernoff inequality to bound ||(®U)T(®U) — I||,. Below we
present the main results for SRHT from [Dri+12] because it has a better characterization
of the subspace-preserving properties. We note that its proof is essentially a combination
of the results in [Tro11; Dri+11].

Lemma 2.13 (Subsampled randomized Hadamard transform (SRHT) [Tro11; Dri+11]).
Given an d-dimensional subspace Ay C R" and €,6 € (0,1), let & € R*" be a random SRHT

142d12§40”d) In (302dh;§40nd) ) Then, with probability at least 0.9,

with embedding dimension s >

we have
(I—e)lxll2 < |®x[l2 < (1 +e€)[|x]l2, Vx € A

An important point to keep in mind (in particular, for parallel and distributed applica-
tions) is that, although called “fast,” a fast transform might be slower than a dense trans-
form: when nnz(A) = O(n) (since machines are optimized for matrix-vector multiplies);
when A’s columns are distributively stored (since this slows down FFT-like algorithms,
due to communication issues); or for other machine-related issues.

More recently, Clarkson and Woodruff [CW13a] developed an algorithm for the ¢, sub-
space embedding that runs in so-called input-sparsity time, i.e., in O(nnz(A)) time, plus
lower-order terms that depend polynomially on the low dimension of the input. Their
construction is exactly the CountSketch matrix in the data stream literature [CCFCoz],
which is an extremely simple and sparse matrix. It can be written as the product of two
matrices ® = SD € R**", where S € R®*" has each column chosen independently and
uniformly from the s standard basis vectors of R®* and D € R"*" is a diagonal matrix
with diagonal entries chosen independently and uniformly from +1. Improved bounds
and simpler proofs (that have much more linear algebraic flavor) were subsequently pro-
vided by Meng and Mahoney [MM13a] and Nelson and Nguyen [NN13]. Moreover, Co-
hen [Coh16] considered a more general class of embedding by controlling the sparsity of
the embedding matrix and obtained better distortion quality. Below, we present the main
results from [CW13a; MM13a; NN13].

Lemma 2.14 (Sparse embedding for ¢, [CW13a; MM13a; NN13]). Given an d-dimensional
subspace Ay C R" and any 6 € (0,1), let s = (d*> + d)/(€?). Then, with probability at least
1-9,

(1—e)llxlz < [®xfl2 < (1 +€)lxll2, Vx € Ay,

where ® € R¥*" is the CountSketch matrix described above.

13
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To summarize, in Table 3 we provide a summary of the basic properties of several data-
oblivious ¢, subspace embeddings discussed here (as well as of several data-aware ¢,
subspace-preserving embeddings discussed below).

Table 3: Summary of data-oblivious and data-aware ¢, embeddings. Above, s denotes the embed-
ding dimension. By running time, we mean the time needed to compute ®A. For each
method, we set the failure rate to be a constant. Moreover, “Exact lev. scores sampling”
means sampling algorithm based on using the exact leverage scores (as importance sam-
pling probabilities); and “Appr. lev. scores sampling” is the sampling algorithm based on
approximate leverage scores estimated by using sparse embedding (using the algorithm
of [Dri+12]) as the underlying random projection.

NAME RUNNING TIME s K REFERENCE
Gaussian O(nds) 0(d/e?) 1+e [DSo1]
SRHT O(ndlogs) O(dlog(nd)log(d/e2)/e2)  1+e [Tro11]
Sparse embedding O(nnz(A)) (d2 +d)/e2 1+e [CW13a]
Improved sparse embedding O(nnz(A)logd) O(dlogd/e?) 1+e [Cohi6]
Exact lev. scores sampling O(nd?) O(dlogd/e?) 1te [DMMo6]
Appr. lev. scores sampling O(nnz(A)logn + a*) O(dlog d/e2) 1+e [CW13a; Dri+12]
Refinement sampling O(nnz(A)log(n/d)lngd+d3 log(n/d)logd) O(dlogd) o(1) [Coh+15]

2.3.2.2  Data-oblivious low-distortion {1 subspace embeddings

General £, subspace embedding and even /; subspace embedding is quite different from
{ subspace embedding. Here, we briefly introduce some existing results on ¢; subspace
embedding; for more general ¢/, subspace embedding, see Meng and Mahoney [MM13a]
and Clarkson and Woodruff [CW13b].

Table 4: Summary of data-oblivious and data-aware ¢; embeddings. Above, s denotes the embed-
ding dimension. By running time, we mean the time needed to compute ®A. For each
method, we set the failure rate to be a constant. Moreover, “Lev. scores sampling” denotes
the /1 sampling algorithms obtained by using reciprocal exponential transform as the un-
derlying preconditioning method.

NAME ‘ RUNNING TIME s Kp REFERENCE

Cauchy O(ndz logd) O(dlogd) O(dlogd) [SW11]
Fast Cauchy O(ndlogd) O(dlogd) O(d* log* d) [Cla+13]
Sparse Cauchy nnz(A) O(d5 log5 d) O(d3 log3 d) [MM13a]
Reciprocal exponential nnz(A) O(dlogd) O(dz logz d) [WZ13]
Lev. scores sampling O(nnz(A)logn + d3 logd) O(dg/z logs/2 dlog(1/€)/€2) 1+e [WZ13; Das+og]
Lewis weights O(nnz(A)logn) O(dlogd/sz) 1+e [CP15]

For ¢;, Sohler and Woodruff [SW11] gave the first linear oblivious embedding of a
d-dimensional subspace of /] into €?(dl°gd) with distortion O(dlogd), where both the
embedding dimension and the distortion are independent of n. In particular, they prove
the following quality bounds.

Lemma 2.15 (Cauchy transform (CT) [SW11]). Let A; be an arbitrary d-dimensional linear
subspace of R"™. Then there is an sy = so(n) = O(dlogd) and a sufficiently large constant
Co > 0, such that for any s with sy < s < d°W), and any constant C > Cy, if ® € R is a
random matrix whose entries are chosen independently from the standard Cauchy distribution and
are scaled by C/s, then with probability at least 0.99,

l[xlli < |Pxl[y < O(dlogd) - [[x[l, Vx € Ay

14
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As CT is the {1 counterpart of the dense Gaussian transform, the Fast Cauchy Trans-
form (FCT) proposed by Clarkson et al. [Cla+13] is the ¢; counterpart of FJLT. This FCT
construction first preprocesses by a deterministic low-coherence matrix, then rescales by
Cauchy random variables, and finally samples linear combinations of the rows. Indeed,
there are several parameters associated with the construction. Below, we present the theo-
retical result of FCT by choosing the specific values for those parameters that best balance
the computation time and embedding quality.

Lemma 2.16 (Fast Cauchy transform (FCT) [Cla+13]). There is a distribution over matrices
® € R¥*", with s = O(dlogd), such that for an arbitrary (but fixed) A € R"*4, the inequality

Ixll < [[@xlly < O(d*log*d) - [|x[l1, Vx € Ay

holds with high probability. Further, for any y € R", the product ®y can be computed in O(nlogs)
time.

That is, while faster in terms of FLOPS than the CT, the FCT leads to worse embed-
ding/preconditioning quality. Importantly, this result is different from how FJLT com-
pares to dense Gaussian transform: FJLT is faster than the dense Gaussian transform,
while both provide the same order of distortion; but FCT becomes faster than the dense
Cauchy transform as d grows, at the cost of somewhat worse distortion quality.

Similar to [CW13a; MM13a; NN13] for computing an ¢, subspace embedding, Meng
and Mahoney [MM13a] developed an algorithm for computing an ¢; subspace embed-
ding matrix in input-sparsity time, i.e., in O(nnz(A)) time. They used a CountSketch-like
matrix which can be written as the product of two matrices ® = SC € R°*", where
S € R®*" has each column chosen independently and uniformly from the s standard
basis vectors of R® and C € R"*" is a diagonal matrix with diagonal entries chosen in-
dependently from the standard Cauchy distribution. We summarize the main theoretical
results in the following lemma.

Lemma 2.17 (Sparse Cauchy transform (SPCT) [MM13a]). Given an d-dimensional subspace
Ay CR" and e € (0,1), there is s = O(d° log® d) such that with a constant probability,

1/ O(d*log?d)||x||1 < ||®x|y < O(dlogd)|x|1, Vx € A,

where ® is the sparse Cauchy transform described above.

More recently, Woodruff and Zhang [WZ13] proposed another algorithm that computes
an {1 subspace embedding matrix in input-sparsity time. Its construction is similar to
that of sparse Cauchy transform. That is, ® = SD where D is a diagonal matrix with
diagonal entries 1/uq,1/uy,...,1/u,, where u; are exponential variables. Compared to
sparse Cauchy transform, the embedding dimension and embedding quality have been
improved. We summarize the main results in the following lemma.

Lemma 2.18 (Reciprocal exponential transform (RET) [WZ13]). Given an d-dimensional sub-
space Ay C R" and € € (0,1), there is s = O(dlogd) such that with a constant probability,

1/ O(dlogd)||x[y < [|Px[ly < O(dlogd)|[x[l1, Vx € Ay,

where ® is the sparse transform using reciprocal exponential variables described above.

To summarize, in Table 4 we provide a summary of the basic properties of several data-
oblivious ¢; subspace embeddings discussed here (as well as of several data-aware ¢;
subspace-preserving embeddings that will be discussed below).
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2.3.2.3 Data-aware low-distortion ¢, subspace embeddings

All of the linear subspace embedding algorithms mentioned in previous subsections are
oblivious, i.e., independent of the input subspace. That has obvious algorithmic advan-
tages, e.g., one can construct the embedding matrix without even looking at the data. One
might wonder if data-aware embeddings could yield better conditioning performance.
The answer was given by Drineas, Mahoney, and Muthukrishnan [DMMo6] in which
they developed a sampling algorithm for solving ¢, regression by constructing a (1 £ €)-
distortion ¢, subspace-preserving sampling matrix. The underlying sampling distribution
is defined based on the statistical leverage scores (Definition 2.1) of the design matrix,
which can be viewed as the “influence” of that row on the least-squares fit. That is, the
sampling distribution is a distribution {p;}! ; satisfying

l; .
i >B-——, i=1,...,n, 2.
Pzp ey (2.4

where {/;}!" , are the leverage scores of A and € (0,1]. When =1 and B < 1, (2.4) im-
plies we define {p;}" ; according to the exact and estimated leverage scores, respectively.

More importantly, theoretical results indicate that, given a target desired accuracy, the
required sampling complexity is independent of the higher dimension of the matrix.
Similar construction of the sampling matrix appeared in several subsequent works, e.g.,
[DMMo6; Dri+11; Dri+12], with improved analysis of the sampling complexity. For com-
pleteness, we include the main theoretical result regarding the subspace-preserving qual-
ity below, stated here for /5.

Theorem 2.19 (¢, subspace-preserving sampling [DMMo6; Dri+11; Dri+12]). Given a d-
dimensional subspace Ay C R" represented by a matrix A € R"™? and e € (0,1), choose
s = O(dlogdlog(1/6)/Be?) and construct a sampling matrix S € R™" with diagonals

1/\/q; with probability gq;,

Sij = 121,...,1’1,
0 otherwise,

where
gi >min{l,s-p;}, i=1,...,n,

and {p;}_, satisfies (2.4). Then, with probability at least 0.7,

(1 =e)llyllz < [[Sylla < (A +e€)lylla, Yy € Az

An obvious (but surmountable) challenge to applying this result is that computing the
leverage scores exactly involves forming an orthonormal basis for A first. Normally, this
step will take O (nd?) time, which is undesirable for large-scale applications.

On the other hand, the algorithm of [Dri+12], computes the leverage scores approximately
in essentially the time it takes to perform a random projection. In particular, Drineas et al.
[Dri+12] suggested that one can estimate the leverage scores by replacing A with a “sim-
ilar” matrix in the computation of the pseudo-inverse (which is the main computational
bottleneck in the exact computation of the leverage scores). To be more specific, by notic-
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ing that the leverage scores can be expressed as the row norms of AAT, we can use /,
subspace embeddings to estimate them. The high-level idea is,

li = |lef AAT |2 = [lef A(@1A) |2 = |lef A(®14) 2|2 = T,

where ¢; is a vector with zeros but 1 in the i-th coordinate, ®; € R"*" is a FJLT, and
®, € R¥*"2 is a JLT that preserves the ¢, norms of certain set of points. If the estimation
of the leverage scores /; satisfies

(1—7)£i§3i§(1+7)£i, i=1,...,n,

it is not hard to show that a sampling distribution {p;}? ; defined according to p; = ﬁ
satisfies (2.4) with § = % When 7 is constant, say 0.5, from Theorem 2.19 the required
sampling complexity will only need to be increased by a constant factor 1/ = 3. This is
less expensive, compared to the gain in the computation cost.

Suppose, we now use sparse embedding (Lemma 2.14) method as the underlying FJLT,
i.e., @1, and use Gaussian transform as the underlying JLT, i.e., ®; in the approximation of
the leverage scores. Then, combining the theory suggested in [Dri+12] and Theorem 2.19,
we have the following lemma.

Lemma 2.20 (Fast /; subspace-preserving sampling [Dri+12; CW13al). Given a d-dimensional
subspace Ay C R" represented by a matrix A € R"*% and € € (0,1), it takes O(nnz(A) - logn)
time to compute a sampling matrix S € R %" (with only one nonzero element per row) with
s' = O(dlogd/€?) such that with constant probability

(1 =e)llyllz < [[Sylla < (A +e€)lylla, Vy € Az

More recently, Cohen et al. [Coh+15] considered approximating leverage scores in an
iterative manner. Given A, starting with a uniform sampling distribution as an initial
estimation, the algorithm iteratively refine the estimation based on A’, an approximation
of A obtained by sampling rows according to the current leverage scores estimation. The
result is summarized below.

Lemma 2.21 (Refinement sampling [Coh+15]). Given a d-dimensional subspace A, C R"
represented by a matrix A € R"*4, it takes O (nnz(A)log(n/d)logd + d°log(n/d)logd) time
to compute a sampling matrix S € RS (with only one nonzero element per row) with s' =
O(dlogd) such that with constant probability

Iyl < lISyllz < 2[lyll2, vy € Ay

Finally, recall that a summary of both data-oblivious and data-aware subspace embed-
ding for ¢, norm can be found in Table 3.

2.3.2.4 Data-aware low-distortion {1 subspace embeddings

In the same way as we can use data-aware embeddings for /, regression, we can use data-
aware embeddings for /; regression. Indeed, the idea of using data-aware sampling to
obtain (1 =+ €)-distortion subspace embeddings for ¢; regression was first used in [Claos],
where it was shown that an ¢; subspace embedding can be done by weighted sampling af-
ter preprocessing the matrix, including preconditioning, using ellipsoidal rounding. Sam-
pling probabilities depend on the ¢; norms of the rows of the preconditioned matrix.
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Moreover, the resulting sample has each coordinate weighted by the reciprocal of its sam-
pling probability.

Recall that the ¢, leverage scores used in the ¢, sampling algorithm described in The-
orem 2.19 are the squared row norms of an orthonormal basis of A, that can be viewed
as a “nice” basis for the subspace of interest. Dasgupta et al. [Das+o9] generalized this
method to the general /,, case; in particular, they proposed to sample rows according to
the £, row norms of AR, where AR is a well-conditioned basis for Ay (in the £, sense
of well-conditioning). Different from ¢; sampling algorithm [Claos] described above, com-
puting such a matrix R is usually sufficient, meaning it is not necessary to preprocess A
and form the basis AR™! explicitly.

Theorem 2.22 (£, subspace-preserving sampling [Das+o09]). Given a d-dimensional subspace
Ap C R" represented by a matrix A € R™ and a matrix R € R such that AR is
well-conditioned, p € [1,00), € € (0,1/7),and § € (0,1), choose

s > 16(2% 4 2)kh (AR 1) (dlog(12/€) +1og(2/6))/ (p*e?)

and construct a sampling matrix S € R™*" with diagonals

1/p . .
1/v. th probability p;,
5 = /p; with probability p; 1w

0 otherwise,

where
pi > min{l,s : HA(Z-)R*1||5/|AR*1|§}, i=1,...,n

Then, with probability at least 1 — ¢,
A =e)llylly < lISylly < A +e)lyllp, Yy € Ap.

In fact, Theorem 2.22 holds for any choice of R. When R = I, it implies sampling
according to the £, row norms of A and the sampling complexity relies on Kﬁ(A). How-
ever, it is worth mentioning that a large condition number for A will lead to a large
sampling size, which in turn affects the running time of the subsequent operations. There-
fore, preconditioning is typically necessary. One must find a matrix R € R?*4 such that
®p(AR™!) = O(poly(d)), which could be done by the preconditioning algorithms intro-
duced in the previous sections.

Given R such that AR is well-conditioned, computing the row norms of AR~ takes
O(nnz(A) - d) time. Clarkson et al. [Cla+13] improve this running time by estimating
the row norms of AR™! instead of computing them exactly. The central idea is to post-
multiply a random projection matrix ®, € R"*" with r = O(logn), which takes only
O(nnz(A) -logn) time.

If one uses the reciprocal exponential transform (Lemma 2.18) to compute a matrix
R such that AR™! is well-conditioned and then uses the above idea to estimate quickly
the ¢1 row norms of AR™! to define the sampling distribution, then by combining with
Theorem 2.22, we have the following result.

Lemma 2.23 (Fast {; subspace-preserving sampling [WZ13; Das+o9]). Given an d-dimensional
subspace A1 C R" represented by a matrix A € R"*? and e € (0,1), it takes O (nnz(A)logn +
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d®logd) time to compute a sampling matrix S € R¥ *" (with only one nonzero element per row)
with s’ = O(d% log% dlog(1/€)/€?) such that with a constant probability,

(1 —e)llx[y < [[Sx[r < (A +e)lx[1, Vx € A

More recently, Cohen and Peng [CP15] provided an iterative algorithm for approximat-
ing the”Lewis weights”, based on which sampling O(dlogd/€?) rows from A yields an /;
subspace-preserving embedding with high probability. This algorithm requires O(loglog )
calls to computing approximate leverage scores of matrices of the form WA where W is a
non-negative diagonal matrix. Result of [CP15] can be found in Table 4.

Finally, recall that a summary of both data-oblivious and data-aware subspace embed-
dings for {1 norm can be found in Table 4.

2.4 APPLICATION OF RLA TO MATRIX PROBLEMS

In this section, we discuss the application of randomized linear algebra to several matrix
problems. Specifically, in Section 2.4.1 we discuss how a low-precision or a high-precision
solution of £, regression problems can be obtained using RLA. Next in Section 2.4.2 we
show how RLA can be used to derive improved algorithms for matrix factorization prob-
lems.

2.4.1 Ly regression

A parameterized family of linear regression problems that is often of interest is £, regres-
sion problem, defined as follows.

Definition 2.24 (£, regression). Given a matrix A € R"™4 g vector b € R", and p > 1, the
¢y regression problem specified by A, b, and p is the following optimization problem:

minimize, pa [|Ax — bl[p. (2.5)
We call the problem strongly overdetermined if n > d.

Important special cases include the ¢, regression problem, also known as least-squares
(LS), and the ¢; regression problem, also known as least absolute deviations (LAD) or least
absolute errors (LAE). The former is ubiquitous; and the latter is of particular interest as a
robust regression technique, in that it is less sensitive to the presence of outliers than the
former.

For general p € [1,0), denote by X' the set of optimal solutions to (2.5). Let x* € X be
an arbitrary optimal solution, and let f* = || Ax* — b||, be the optimal objective value. We
are particularly interested in finding a relative-error approximation, in terms of the objective
value, to the general /;, regression problem (2.5).

Definition 2.25 (Relative-error approximation). Given an error parameter € > 0, £ € R? is a
(1+ €)-approximate solution to the £, regression problem (2.5) if and only if

f=lAz—b], < (1+e)f".
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In order to make our theory and our algorithms for general £, regression simpler and
more concise, we can use an equivalent formulation of (2.5) in our discussion:

minimize, ps || Ax||,

T

(2.6)
subject to clx=1

where A = ( A _b) and c is the last column of I, . This formulation of ¢, regression,

which consists of a homogeneous objective and an affine constraint, is equivalent to the
formulation of (2.5).

In the following we describe how the ellipsoidal rounding and subspace embedding
methods described in the previous subsections can be applied to solve ¢, and ¢ regression
problems. We elaborate on how we can use the methods described previously to construct
low-precision solvers and high-precision solvers for solving /,, regression problems. As a
reference, see Table 5 and Table 6 for a summary of several representative RLA algorithms
for solving ¢, and ¢; regression problems, respectively.

Table 5: Summary of RLA-based ¢, regression solvers; PC stands for preconditioning.

TYPE ‘ PRECISION ‘ EXAMPLE REFERENCE

embedding + solving subproblem low CW + (FILT+SVD) [CW13a]
appr. lev. samp. (SRHT) + SVD [Dri+12]
direct solver high SVD or QR [GVLog6]
PC + direct solver high PC (Gaussian) + normal equation [CRT11]
PC + iterative alg. high PC (FJLT) + LSQR [AMT10; RTo8]

Table 6: Summary of RLA-based ¢; regression solvers; PC stands for preconditioning.

TYPE ‘ PRECISION ‘ EXAMPLE REFERENCE

(PC + sampling) + solving subproblem low (ER/fast ER + sampling) + IPM [Claos; Das+o9]
(SCT/FCT + sampling) + IPM [SW11; Cla+13]

second-order high PM [NNo4]

PC + first-order high ER + accelerated gradient descent [Neso8]

2.4.1.1 Low-precision solvers

The most straightforward use of these methods (and the one for which most of the theory
has been developed) is to construct a subspace-preserving embedding matrix and then
solve the resulting reduced-sized problem exactly, thereby obtaining an approximate solu-
tion to the original problem. In somewhat more detail, this algorithmic approach performs
the following two steps.

1. Construct a subspace-preserving embedding matrix ® with distortion 1 + §.

2. Using a black-box solver, solve the reduced-sized problem exactly:

£ = min |[®Ax — b,
x€R4

(We refer to this approach as low-precision because the running time complexity with re-
spect to the error parameter € is poly(1/¢€). Thus, while the approach can be analyzed for
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a fixed €, this dependence means that as a practical matter the approach cannot achieve
high-precision solutions.)

To see why this approach gives us a (1 + €)-approximate solution to the original prob-
lem, recall that a subspace-preserving embedding matrix ® with distortion factor (1 £ §)
satisfies

(1—€/4) - ||Ax|]p < || PAx||, < (1+€/4) - [|Ax|p, Vxe RY.

Therefore, the following simple reasoning shows that £ is indeed a (1 + €)-approximation
solution:

1 1

_ 1+¢€/4
e, <
||d>Apr_ 176/4

[®Ax* |y < T2l AX < (1+ ) Ax .

—e/4

Az, <
| A2lly < <

The following lemma states this result more precisely.

Lemma 2.26. Given an {}, regression problem specified by A € R, b € R" and p € [1,00)
using the constrained formulation (2.6), let ® be a (1 + €/4)-distortion embedding of Ay, and
£ be an optimal solution to the reduced-sized problem min,r,_; [|®Ax| . Then £ is a (1+ €)-
approximate solution to the original problem.

A great deal of work has followed this general approach; see, e.g., [Mah11] and ref-
erences therein. Here we simply cite several of the most immediately relevant for our
subsequent discussion.

* Sampling for ¢, regression. One could use the original algorithm of [DMMo6; DMMo§],

which performs a data-aware random sampling and solves the subproblem in O(nd?)
time to obtain an approximate solution. With the algorithm of [Dri+12], the running
time of this method was improved to roughly O(ndlog(d)) time, and by combining
the algorithm of [Dri+12] with the algorithm of [CW13a], the running time was still
further improved to input-sparsity time.

* Projections for ¢/, regression. Alternatively, one could use the algorithm of [Saro6;

Dri+11], which performs a data-oblivious Hadamard-based random projection (SRHT)

and solves the subproblem in roughly O(ndlog(d)) time, or one could use the algo-
rithm of [CW13a], which runs in input-sparsity time. We remark with an improved
analysis, Drineas et al. [Dri+11] showed that the required embedding dimension
needed for SRHT to obtain a low-precision solution for least-squares problems de-
pends on O(1/¢) only as opposed to O(1/€?) in obtaining a subspace-preserving
embedding (Lemma 2.13).

¢ Sampling and projections for ¢; and £, regression: see [Claos; SW11; Cla+13] and
also [Das+o09; MM13a; CW13b] and references therein for both data-oblivious and
data-aware methods.

To summarize these and other results, depending on whether the idealization that n >> d
holds, either the Hadamard-based projections for ¢, regression (e.g., the projection algo-
rithm of [Dri+11] or the sampling algorithm of [DMMo6] combined with the algorithm
of [Dri+12]) and ¢4 regression (e.g., the algorithm of [Cla+13]) or the input-sparsity time
algorithms for ¢; regression (e.g., the algorithms of [CW13b] and [MM13a]) lead to the
best worst-case asymptotic performance. There are, however, practical tradeoffs, both in
RAM and in parallel-distributed environments, and the most appropriate method to use
in any particular situation is still a matter of ongoing research.
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2.4.1.2 High-precision solvers

A more refined use of these methods (and the one that has been used most in implemen-
tations) is to construct a subspace-preserving embedding matrix and use that to construct
a preconditioner for the original ¢, regression problem, thereby obtaining an approximate
solution to the original problem. In somewhat more detail, this algorithmic approach per-
forms the following two steps:

1. Construct a randomized preconditioner for A, called N.

2. Invoke an iterative algorithm whose convergence rate depends on the condition
number of the problem being solved (a linear system for ¢, regression, and a linear
or convex program for ¢ regression) on the preconditioned system AN.

(We refer to this approach as high-precision because the running time complexity with
respect to the error parameter € is log(1/¢€). Among other things, this means that, given a
moderately good solution—e.g., the one obtained from the embedding that could be used
in a low-precision solver—one can easily obtain a very high precision solution.)

Most of the work for high-precision RLA solvers for /), regression has been for /, re-
gression (although we mention a few solvers for {; regression for completeness and com-
parison).

Z7 REGRESSION Recall that theoretical (and empirical) results suggest that the required
number of iterations in many iterative solvers such as LSQR [PS82] depends strongly
on the condition number of the system. Thus, a natural idea is first to compute a
randomized preconditioner and then to apply one of these iterative solvers on the
preconditioned system. For example, if we use SRHT (Lemma 2.13) to create a pre-
conditioned system with condition number bounded by a small constant and then
use LSQR to solve the preconditioned problem iteratively, the total running time
would be O(ndlog(n/e) + d*logd), where O(ndlog(n)) comes from SRHT,
O(d®logd) from computing the preconditioner matrix, and O (nd log(1/€)) from
LSOR iterations. Avron, Maymounkov, and Toledo [AMT10] and Rokhlin and Tygert
[RTo8] developed algorithms that use FJLT for preconditioning and LSQR as an it-
erative solver. In [MSM14], the authors developed a randomized solver LSRN for
£, regression using Gaussian transform and LSQR or the Chebyshev semi-iterative
method.

As with the low-precision solvers, note that if we use the input-sparsity time algo-
rithm of [CW13a] for embedding and then an (SRHT + LSQR) approach above to
solve the reduced-sized problem, then under the assumption that n > poly(d) and
€ is fixed, this particular combination would become the best approach proposed.
However, there are various trade-offs among those approaches. For instance, there
are trade-offs between running time and preconditioning quality for computing the
subspace-preserving sampling matrix, and there are trade-offs between embedding
dimension/sample size and failure rate in embedding/sampling. Some of the prac-
tical trade-offs on different problem types and computing platforms are discussed
in Section 6.1 below.

¢1 REGRESSION While most of the work in RLA for high-precision solvers has been for
£, regression, we should point out related work for ¢; regression. In particular,
Nesterov [Neso8] proposed an algorithm that employs a combination of ellipsoid
rounding and accelerated gradient descent; and second-order methods from [NNo4]
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use interior point techniques more generally; Meng and Mahoney [MM13b] coupled
these ideas with RLA ideas to develop an iterative medium-precision algorithm for
£ regression. More recently, Yang et al. [Yan+16a] proposed a weighted stochastic
gradient descent algorithm for /1 regression with randomized preconditioning; see
Chapter 4 for more details.

2.4.2  Low-rank matrix decompositions

Given an m x n data matrix A,* low-rank matrix factorization methods aim to find two
smaller matrices whose product is a good approximation to A. That is, they aim to find
matrices Y and Z such that

~Y x Z (2:7)

mxn  mxk kxn

is a rank-k approximation to the original matrix A. Low-rank matrix factorization is an
important topic in linear algebra and numerical analysis, and it finds use in a variety of
scientific fields and scientific computing including machine learning and data analysis
applications such as pattern recognition and personalized recommendation.

Depending on the application, various low-rank factorization techniques are of inter-
est. Popular choices include the singular value decomposition [GVLg6], principal compo-
nent analysis [Jol86], rank-revealing QR factorization [GE96], nonnegative matrix factor-
ization [LSo1], and CUR/CX decompositions [MDog]. Here, we are interested in using the
SVD and CX decompositions for scalable and interpretable data analysis. In the remainder
of this section, we briefly describe these decompositions and discuss the usage of RLA in
improving these algorithms.

2.4.2.1 SVD and PCA

The singular value decomposition (SVD) is the factorization of A € R™*" into the product
of three matrices ULV where U € R"*" and V € R"*" have orthonormal columns,
Y € R™" is a diagonal matrix with positive real entries, and r = rank(A) < min{m,n}.
The columns of U and V are called left and right singular vectors and the diagonal entries
of X are called singular values. For notation convenience, we assume the singular values
are sorted such that o > .-+ > ¢, > 0, and this means that the columns of U and V are
sorted by the order given by the singular values.

The SVD is of central interest because it provides the best low-rank matrix approxima-
tion with respect to any unitarily invariant matrix norm. In particular, for any target rank
k <r, the SVD provides the minimizer of the optimization problem

rank(A)=k
where the Frobenius norm | - || is defined as | X|% = Y/, Y X?] Specifically, the

solution to (2.8) is given by the truncated SVD, i.e., Ay = UkaVkT, where the columns of
Uy and Vi are the top k singular vectors, i.e., the first k columns of U and V, and X is a
diagonal matrix containing the top-k singular values.

Principal component analysis (PCA) and SVD are closely related. PCA aims to convert
the original features into a set of orthogonal directions called principal components that cap-
ture most of the variance in the data points. The PCA decomposition of A is given by the

1 Here when talking about matrix factorization, we assume A is m x n rather than n x d.
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Algorithm 2 RANDOMIZEDSVD

1 Input: A € R™*", number of iterations g > 1, target rank k > 0, slack ¢ > 0, and let

r=k+¢.
. Output: ULVT ~ THINSVD(A, 7).
: Initialize B € R"*" by sampling B;; ~ N (0,1).
: for q times do

B <~ MurLTipLYGRAMIAN(A, B)

(B,_) < THINQR(B)

end for
: Let Q be the first k columns of B.
: Let C = AQ.
. Compute (U, %, VT) = THINSVD(C).
. Let V= QV.
: Return U, %, V.

© ®NN o U A W N

RoR R
N Rr O

SVD of the matrix formed by centering each column of A (i.e., removing the mean of each
column). When low-rank methods are appropriate, the number of principal components
needed to preserve most of the information in A is far less than the number of original
features, and thus the goal of dimension reduction is achieved.

However, the computation of the SVD (and thus of PCA for a data matrix A) is ex-
pensive [GVLg6]. For example, to compute the truncated SVD with rank k using tradi-
tional deterministic methods, the running time complexity is O(mnk), and O(k) passes
over the dataset are needed. This becomes prohibitively expensive with datasets of even
moderately-large size, e.g., m = 10°, n = 10%, and k = 20. To address these and related
issues, recent work in RLA has focused on using randomized approximation to perform
scalable linear algebra computations for large-scale data problems. For a review of RLA
methods for low-rank matrix approximation, see [HMT11; Mar16].

Here, we describe an algorithm introduced in [MRT11] that uses a random Gaussian
projection to construct a rank-k approximation to A that approximates A nearly as well
as Ay does. Importantly, the algorithm runs in O(mnlogk) time, and the algorithm needs
only a constant number of passes over the data matrix. These properties becomes ex-
tremely desirable in many large-scale data analytics. This algorithm, which we refer to as
RaNDOMIZEDSVD, is summarized in Algorithm 2. (Algorithm 2 calls MULTIPLYGRAMIAN,
which is summarized in Algorithm 3, as well as two algorithms, THINQR and THINSVD,
which are standard in numerical linear algebra [GVLg6].) The running-time cost for RAN-
DOMIZEDSVD is dominated by the matrix-matrix multiplication in Step 5 and Step 9 of
Algorithm 2, which involves passing over the entire data matrix. These steps can be par-
allelized, and hence RANDOMIZEDSVD is amenable to distributed computing. We refer to
[HMT11; Mar16] for more details including theoretical guarantees. It is worth mention-
ing that a variant of this algorithm that based on sub-Gaussian random matrices is also
available [AA16].

2.4.2.2  CX/CUR decompositions

In addition to developing improved algorithms for PCA/SVD and related problems, work
in RLA has focused on so-called CX/CUR decompositions [DMMo8; MDog]. As a moti-
vation, observe that singular vectors are eigenvectors of the Gram matrix AT A, and thus
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Algorithm 3 MULTIPLYGRAMIAN

. Input: A € R™*", B € R"*k,

1

2: Output: X = ATAB.

3: Initialize X = 0.

4: for each row a in A do
5. X< X+aa"B.

6: end for

7. Return X.

they are linear combinations of up to all of the original features. A natural question arises:
can we reconstruct the matrix using a small number of actual columns of A?

CX/CUR decompositions affirmatively answer this question. That is, these are low-
rank matrix decompositions that are expressed in terms of a small number of actual
columns/rows. As such, they have found applicability in scientific applications where
coupling analytical techniques with domain knowledge is at a premium, including genet-
ics [Pas+o7], astronomy [Yip+14], and mass spectrometry imaging [Yan+15].

In more detail, CX decomposition factorizes an m x n matrix A into two matrices C and
X, where C is an m X ¢ matrix that consists of ¢ actual columns of A, and X isacx n
matrix such that A ~ CX. (CUR decompositions further choose X = UR, where R is a
small number of actual rows of A [DMMo8; MDog].) For CX, using the same optimality
criterion defined in (2.8), we seek matrices C and X such that the residual error |A — CX]||r
is small.

The algorithm of [DMMo8] computes a 1 & € relative-error low-rank CX matrix approx-
imation and consists of three basic steps:

¢ Compute (exactly or approximately) the statistical leverage scores of the columns of A
associated with rank k;

¢ Use those scores as a sampling distribution to select ¢ columns from A and form C;

e Compute the optimal matrix X with rank-k that minimizes ||A — CX]||r; see [DMMo8]
for detailed construction.

Below, we give more details regarding the motivation of choosing such an importance
sampling distribution {p;}" ; based on statistical leverage scores. We shall point out that
the statistical leverage scores used here are defined based on a low-dimensional subspace,
different from the ones define in Definition 2.1.

Let A = UXVT be the SVD of A. Given a target rank parameter k, fori = 1,...,n, the
i-th leverage score is defined as

k
li=Y Vi (2.9)
j=1

These scores quantify the amount of “leverage” each column of A exerts on the best rank-k
approximation to A. For each column of A, we have

r

k
Al — Z(‘Tju(j))‘/ij ~ Z(‘Tju(j))‘/ij'

j=1 j=1

25



2.4 APPLICATION OF RLA TO MATRIX PROBLEMS

Algorithm 4 CXDECOMPOSITION

1 Input: A € R™*", rank parameter k < rank(A), number of power iterations 4.

2: Output: C.

3: Compute an approximation of the top-k right singular vectors of A denoted by V%,
using RANDOMIZEDSVD with g power iterations.

4 Let4; = 2;‘:1 V;, where \73 is the (i, j)-th element of V;, fori =1,...,n.

5. Define p; = ¢;/ 27:1 lifori=1,...,n

6: Randomly sample ¢ columns from A in ii.d. trials, using the importance sampling
distribution {p;} ;, to form C.

7: Compute the optimal matrix X with rank-k that minimizes ||A — CX||f; see [DMMo8]
for detailed construction.

8: Return C and X.

That is, the i-th column of A can be expressed as a linear combination of the basis of the
dominant k-dimensional left singular space with v;; as the coefficients. Fori =1,...,n, we
define the normalized leverage scores as

l;

bPi= s .-
=11

(2.10)

where /; is defined in (2.9), and choose columns from A according to those normalized
leverage scores. It has been shown by Drineas, Mahoney, and Muthukrishnan [DMMo8]
that the selected columns are able to reconstruct the matrix A nearly as well as Ay does.
To be more specific, if sampling size ¢ = O(klogk/€?), then with probability at least 0.99,
the matrices C and X will satisfy

A= CX[[r < (1+€)[|A = AxllF, (2.11)

where Ay is the best rank-k approximation to A.

As can be seen above, the running time for CXDECOMPOSITION is determined by the
computation of the importance sampling distribution. To compute the leverage scores
based on (2.9), one needs to compute the top k right-singular vectors Vj. This can be pro-
hibitive on large matrices. However, we can use RANDOMIZEDSVD to compute approximate
leverage scores. This approach, originally proposed by Drineas et al. [Dri+12], runs in
“random projection time,” so requires fewer FLOPS and fewer passes over the data matrix
than deterministic algorithms that compute the leverage scores exactly. In Algorithm 4, we
summarize the steps of the algorithm described above, which is a variant of the algorithm
of [DMMo8] that uses approximate leverage scores provided by RANDOMIZEDSVD.

Finally, results of implementing RANDOMIZEDSVD and CXDECOMPOSITION on terabyte-
sized real datasets on clusters with up to 1600 nodes are presented in Section 6.3. Results
of applying CX decompositions to bioimaging for more interpretable analysis are pre-
sented in Chapter 7.
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FAST ALGORITHMS FOR LARGE-SCALE QUANTILE REGRESSION

Quantile regression is a method to estimate the quantiles of the conditional distribution
of a response variable, expressed as functions of observed covariates [KB78], in a manner
analogous to the way in which least-squares regression estimates the conditional mean.
The least absolute deviations regression (i.e., {1 regression) is a special case of quantile
regression that involves computing the median of the conditional distribution. In contrast
with /; regression and the more popular ¢, or least-squares regression, quantile regres-
sion involves minimizing asymmetrically-weighted absolute residuals. Doing so, however,
permits a much more accurate portrayal of the relationship between the response vari-
able and observed covariates, and it is more appropriate in certain non-Gaussian settings.
For these reasons, quantile regression has found applications in many areas, e.g., survival
analysis and economics [Bucg4; KHo1; Buhos]. As with ¢; regression, the quantile regres-
sion problem can be formulated as a linear programming problem, and thus simplex or
interior-point methods can be applied [KDg3; PKgy; Porgy]. Most of these methods are
efficient only for problems of small to moderate size, and thus to solve very large-scale
quantile regression problems more reliably and efficiently, we need new computational
techniques.

In this chapter, we provide a fast algorithm to compute a (1 + €) relative-error approxi-
mate solution to the over-constrained quantile regression problem using randomized lin-
ear algebra. Our algorithm constructs a subspace-preserving embedding in terms of the
loss of quantile regression, and runs in time that is nearly linear in the number of nonzeros
in the input data. In Section 3.1 we provide background on quantile regression. The main
algorithm and theoretical results are presented in Section 3.2. Finally, empirical results on
medium-scale and large-scale quantile regression problems are provided in Section 3.3
and Section 6.2, respectively. The material in this chapter appears in Yang, Meng, and
Mahoney [YMM13; YMM14].

3.1 BACKGROUND ON QUANTILE REGRESSION

Recall that a quantile regression problem can be specified by a (design) matrix A € R"*%, a
(response) vector b € R”, and a parameter T € (0, 1), in which case the quantile regression
problem can be solved via the optimization problem

minimize s (b — Ax), (3.1)

where p-(y) = L%, p<(y;), for y € RY, where

TZ, z>0;
pr(z) = (3-2)
(t—1)z, z<0,

for z € IR, is the corresponding loss function. In the remainder of this paper, we will
use A to denote the augmented matrix (b — A), and we will consider A € R"*?. With
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3.2 MAIN ALGORITHM AND THEORETICAL RESULTS

Algorithm 5 SPCT2: QR + ER type method with sparse Cauchy transform

1 Input: A € R with full column rank.

2: Output: R € R¥*? such that AR™! is a well-conditioned basis with &; < 642.

3: Construct a low-distortion embedding matrix IT; € R""*" of (A,| - |1) via SPCT
(Lemma 2.17).

4 Construct R € R4 such that AR~! is a well-conditioned basis for A via QR factor-
ization of I'Tq A.

5. Compute a (1 + 1/2)-distortion sampling matrix 5 € RPPW@*" of (A, | - ||;) via
Theorem 2.22.

6: Compute R € R?*4 by ellipsoid rounding for SA via Lemma 2.7.

7: Return R.

this notation, the quantile regression problem of (3.1) can equivalently be expressed as a
constrained optimization problem with a single linear constraint,

minimizeycc < (Ax), (3:3)

where C = {x € R?|cTx = 1} and c is a unit vector with the first coordinate set to be 1.
We will focus on very over-constrained problems with size n > d.

For simplicity, we assume A has full column rank; and we always assume that T > %
All the results hold for T < } by simply switching the positions of T and 1 — 7.

3.2 MAIN ALGORITHM AND THEORETICAL RESULTS

In this section, we first give an overview of nearly input-sparsity time ¢; conditioning
methods in which we propose a new hybrid scheme and then we present our main theo-
retical results on (1 £ €)-distortion subspace-preserving embeddings and our fast random-
ized algorithm for quantile regression. Throughout the rest of this chapter, we assume that
n > poly(d), where the degree of poly(d) depends on the terms in d in the running time
computation of SPCT, SPCT2, and SPCT3 (see below). Proofs of all the results can be
found in Appendix A.

3.2.1  Nearly input-sparsity time {1 conditioning methods

Recall that Section 2.3 provides a summary of ¢; conditioning methods. In this chapter
we will make use of the conditioning methods based on the sparse Cauchy transform
(SPCT) [MM13a] described in Lemma 2.17. We name them as SPCT, SPC2 and SPC3 where
SPCT, SPCT2 are proposed in [MM13a] and SPCT3 is new. According to the discussion in
Section 2.3.2, SPCT is a QR method, SPCT2 is a QR+ER method and SPCT3 is a QR+QR
method, which is presented in Algorithm 6. The main result for Algorithm 6 is given in
Lemma 3.2. For completeness, we present SPCT2 in Algorithm 5 and state its main result
in Lemma 3.1.

Lemma 3.1 ((MM13a]). Given A € R"*? with full rank, Algorithm 5 takes O(nnz(A) -logn)
time to compute a matrix R € R**4 such that with a constant probability, AR~ is a well-
conditioned basis for A with &1 < 6d>.
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Algorithm 6 SPCT3: QR + QR type method with sparse Cauchy transform

1 Input: A € R"™¥ with full column rank.
2 Output: R € R such that AR™! is a well-conditioned basis with & <
19 1

O(d+ logt d).

3. Construct a low-distortion embedding matrix IT; € R"7*" of (A, | - 1) via SPCT
(Lemma 2.17).

4 Construct R € R?*9 such that AR~! is a well-conditioned basis for A via QR factor-
ization of I'Tq A.

5. Compute a (1 + 1/2)-distortion sampling matrix 5 € RPPW@*" of (A, | - ||;) via
Theorem 2.22.

6: Compute R € R?*? via the QR factorization of SA.

7: Return R.

Lemma 3.2. Given A € R"™“ with full rank, Algorithm 6 takes O(nnz(A) -logn) time to
compute a matrix R € R¥*% such that with a constant probability, AR~ is a well-conditioned

basis for A with &1 < (’)(dlzT9 log% d).

Both SPCT2 and SPCT3 have additional steps (Steps 3 & 4), when compared with SPCT,
and this leads to some improvements, at the cost of additional computation time. For
example, in Algorithm 6 (SPCT3), we obtain a well-conditioned basis with smaller x when
comparing to SPCT. As for the running time, it will be still O(nnz(A) - logn), since the
additional time is for constructing sampling matrix and solving a QR factorization of
a matrix whose dimensions are determined by d. Note that when we summarize these
results in Table 7, we explicitly list the additional running time for SPCT2 and SPCT3, in
order to show the tradeoff between these SPCT-derived methods.

Table 7: Summary of running time, condition number, and type of three sparse Cauchy transform
based conditioning methods. QR and ER refer, respectively, to methods based on the OR fac-
torization and methods based on Ellipsoid Rounding, as discussed in the text. QR_small and
ER_small denote the running time for applying OR factorization and Ellipsoid Rounding,
respectively, on a small matrix with size independent of #.

NAME ‘ RUNNING TIME K1 TYPE

SPCT [MM13a] O(nnz(A)) O@d%log2d) QR
SPCT2 [MM13a] O(nnz(A) -logn) + ER_small 6d> QR+ER

SPCT3 (proposed in this work) | O(nnz(A) -logn) + QR_small O(d% log% d)  QR+QR

Although our new algorithm, SPCT3, is not uniformly better than either of the two
previous algorithms with respect to either condition number or the running time, it is only
slightly worse than the better of the two previous algorithms with respect to each of those
two measures. Because of the trade-offs involved in implementing quantile regression
algorithms in practical settings, our empirical results (Section 3.3) show that by using a
conditioning algorithm that is only slightly worse than the best previous conditioning
algorithms for each of these two criteria, our new conditioning algorithm can lead to
better results than either of the previous algorithms that was superior by only one of
those criteria.
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3.2.2  Main technical ingredients

In this subsection, we present the main technical ingredients underlying our main algo-
rithm for quantile regression. We start with a result which says that if we sample suf-
ficiently many (but still only poly(d)) rows according to an appropriately-defined non-
uniform importance sampling distribution (of the form given in (3.4) below), then we
obtain a (1 £ €)-distortion embedding matrix with respect to the loss function of quantile
regression. Note that the form of this lemma is based on ideas from [Das+o9g; Cla+13].

Lemma 3.3 (Subspace-preserving sampling lemma). Given A € R"*%, let U € R"*? be a
well-conditioned basis for A with {1 condition number &,. For s > 0, define

pi = min{1,s - [[Ug /U3, (3-4)

and let S € R™" be a random diagonal matrix with S; = 1/p; with probability p;, and 0
otherwise. Then when € < 1/2 and

T 27 T 18 4
> et 3 - =
S P <dlog<1_T€>+log<§>>,

with probability at least 1 — 6, for every x € RY,

(1—e)pr(Ax) < pr(SAx) < (1 +¢e)pr(Ax). (3:5)
Remark 1. It is not hard to see that for any matrix S satisfying (3.5), the rank of A is preserved.

In order to apply Lemma 3.3 to quantile regression, we need to compute the sampling
probabilities in (3.4). This requires two steps: first, find a well-conditioned basis U; and
second, compute the ¢; row norms of U. For the first step, we can apply any method
described in the previous subsection. Other methods are possible, but SPCT, SPCT2 and
SPCT3 are of particular interest due to their nearly input-sparsity running time. We will
now present an algorithm that will perform the second step of approximating the ¢; row
norms of U in the allotted O(nnz(A) - logn) time.

Suppose we have obtained R such that AR™! is a well-conditioned basis. Consider, next,
computing p; from U (or from A and R~!), and note that forming U explicitly is expensive
both when A is dense and when A is sparse. In practice, however, we will not need to
form U explicitly, and we will not need to compute the exact value of the ¢1-norm of each
row of U. Indeed, it suffices to get estimates of ||U;|[1, in which case we can adjust the
sampling complexity s to maintain a small approximation factor. Algorithm 7 provides
a way to compute the estimates of the ¢; norm of each row of U fast and construct the
sampling matrix. The same algorithm was used in [Cla+13] except for the choice of desired
sampling complexity s and we present the entire algorithm for completeness. Our main
result for Algorithm 7 is presented in Lemma 3.4.

Lemma 3.4 (Fast construction of (1 + €)-distortion sampling matrix). Given a matrix A €
R™4 and a matrix R € R4 such that AR is a well-conditioned basis for A with condition
number x, Algorithm 7 takes O(nnz(A) -logn) time to compute a sampling matrix S € R3*"
(with only one nonzero per row), such that with probability at least 0.9, S is a (1 %+ €)-distortion
sampling matrix. That is for all x € RY,

(1~ €)pr(Ax) < pr(SAX) < (1 -+ €)or(Ax). (3.6)
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Algorithm 7 Fast construction of (1 =+ €)-distortion sampling matrix of (A, p-(-))

1 Input: A € R"*¢, R € R4 such that AR™! is well-conditioned with condition num-
berx, e € (0,1/2), T € [1/2,1).

: Output: Sampling matrix S € R"*".

: Let ITp € R?*" be a matrix of independent Cauchys with r, = 15log(40n).

Compute R™TI, and construct A = AR I, € R"*"2,

: For i € [n], compute A; = median;c[,,)|Ajj]-

: Fors = ﬁ% (dlog (ﬁle—s) +log 80) and i € [n], compute probabilities

p; = min 1S.L
l T TiemAi [

7 Let S € R"*" be diagonal with independent entries

o Uk W N

1
S, = pi’
0, with probability 1 — p;.

with probability p;;

8: Return S.

Further, with probability at least 1 — 0(1), § = O (ukydlog (u/€) /€?), where y = 1.

1-7

Remark 2. Such technique can also be used to fast approximate the ¢, row norms of a well-
conditioned basis by post-multiplying a matrix consisting of Gaussian variables; see [Dri+12].

Remark 3. In the text before Lemma 3.4, s denotes an input parameter for defining the importance
sampling probabilities. However, the actual sample size might be less than that. Since Lemma 3.4 is
about the construction of the sampling matrix S, we let § denote the actual number of row selected.
Also, as stated, the output of Algorithm 7 is an n X n matrix; but if we delete the all-zero rows,
then the actual size of S is indeed § by d as described in Lemma 3.4. Throughout the following text,
by sampling size s, we mean the desired sampling size, which is the parameter in the algorithm.

3.2.3 Main algorithm

In this subsection, we state our main algorithm for computing an approximate solution
to the quantile regression problem. Recall that, to compute a relative-error approximate
solution, it suffices to compute a (1 + €)-distortion sampling matrix S. To construct S,
we first compute a well-conditioned basis U with SPCT, SPCT2 (Algorithm 5), or SPCT3
(Algorithm 6), and then we apply Algorithm 7 to approximate the ¢; norm of each row of
U. These procedures are summarized in Algorithm 8. The main quality-of-approximation
result for this algorithm by using Algorithm 8 is stated in Theorem 3.5.

Theorem 3.5 (Fast quantile regression). Given A € R"*? and e € (0,1/2), if Algorithm 5 is
used in Step 1, Algorithm 8 returns a vector X that, with probability at least 0.8, satisfies

or(A%) < Gfi) pr(Ax"),
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3.3 EMPIRICAL EVALUATION

Algorithm 8 Fast randomized algorithm for quantile regression

1 Input: A € R"™? with full column rank, € € (0,1/2), T € [1/2,1).

2: Output: An approximated solution £ € R? to problem minimize, ¢ pr(Ax).

3: Compute R € R?*? such that AR~ is a well-conditioned basis for .A via SPCT, SPCT2
(Algorithm 5) or SPCT3 (Algorithm 6).

4 Compute a (1 =+ ¢)-distortion embedding S € R"*" of (A, p-(-)) via Algorithm 7.

. Compute £ € R? that minimizes p;(SAx) with respect to x € C.

6: Return 2.

U1

where x* is an optimal solution to the original problem. In addition, the algorithm to construct £
runs in time

O(nnz(A) -logn) + ¢ (O(yd3 log(y/e)/ez),d) ,
where u = 1= and ¢(s,d) is the time to solve a quantile regression problem of size s x d.

Remark 4. As stated, Theorem 3.5 uses Algorithm 5 in Step 3; we did this because it leads to
the best known running-time results in worst-case analysis, but our empirical results will indicate
that due to various trade-offs the situation is more complex in practice.

Remark 5. Our theory provides a bound on the solution quality, as measured by the objective func-
tion of the quantile regression problem, and it does not provide bounds for the difference between the
exact solution vector and the solution vector returned by our algorithm. We will, however, compute
this latter quantity in our empirical evaluation.

3.3 EMPIRICAL EVALUATION

In this section and the next section, we present our main empirical results. We have eval-
uated an implementation of Algorithm 8 using several different conditioning methods in
Step 1. We have considered both simulated data and real data, and we have considered
both medium-sized data as well as terabyte-scale data. In this section, we will summarize
our results for medium-sized data. The results on terabyte-scale data can be found in
Chapter 6.

SIMULATED SKEWED DATA For the synthetic data, in order to increase the difficulty
for sampling, we will add imbalanced measurements to each coordinates of the solution
vector. A similar construction for the test data was appeared in [Cla+13]. Due to the
skewed structure of the data, we will call this data set “skewed data” in the following
discussion. This data set is generated in the following way.

1. Each row of the design matrix A is a canonical vector. Suppose the number of
measurements on the j-th column are Cjs where ¢j = q4¢j-1, for j = 2,...,d. Here
1 <g <2 Aisan xdmatrix.

2. The true vector x* with length d is a vector with independent Gaussian entries. Let
b* = Ax*.
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3.3 EMPIRICAL EVALUATION

3. The noise vector € is generated with independent Laplacian entries. We scale € such
that |le||/||b*|| = 0.2. The response vector is given by

b 500¢;  with probability 0.001;
i =

bi +¢€; otherwise.

When making the experiments, we require ¢; > 161. This implies that if we choose s/n >
0.01, and perform the uniform sampling, with probability at least 0.8, at least one row
in the first block (associated with the first coordinate) will be selected, due to 1 — (1 —
0.01)'! > 0.8. Hence, if we choose s > 0.011, we may expect uniform sampling produce
acceptable estimation.

REAL CENSUS DATA  For the real data, we consider a data set consisting of a 5% sample
of the U.S. 2000 Census data’, consisting of annual salary and related features on people
who reported that they worked 40 or more weeks in the previous year and worked 35 or
more hours per week. The size of the design matrix is 5 x 10° by 11.

The remainder of this section will consist of six subsections, the first five of which will
show the results of experiments on the skewed data, and then 3.3.6, which will show
the results on census data. In more detail, 3.3.1, 3.3.2, 3.3.3, and 3.3.4 will summarize the
performance of the methods in terms of solution quality as the parameters s, 1, d, and T,
respectively, are varied; and 3.3.5 will show how the running time changes as s, n, and d
change.

3.3.1  Quality of approximation when the sampling size s changes

As discussed in Section 3.2.1, we can use one of several methods for the conditioning
step, i.e., for finding the well-conditioned basis U = AR~! in the Step 1 of Algorithm 8.
Here, we will consider the empirical performance of six methods for doing this condi-
tioning step, namely: SC, SPC1, SPC2, SPC3, NOCO, and UNIFE SC is the (slow) Cauchy
transform (Lemma 2.15). SPC1, SPC2, SPC3 are the three nearly input-sparsity time condi-
tioning methods, i.e., SPCT1, SPCT2 and SPCT3, described in 3.2.1; NOCO stands for “no
conditioning,” meaning the matrix R in the conditioning step is taken to be identity; and,
UNIF stands for the uniform sampling method, which we include here for completeness.
Note that, for all the methods, we compute the row norms of the well-conditioned basis
exactly instead of estimating them with Algorithm 7. The reason is that this permits a
cleaner evaluation of the quantile regression algorithm, as this may reduce the error due
to the estimating step. We have, however, observed similar results if we approximate the
row norms well.

Rather than determining the sample size from a given tolerance €, we let the sample size
s vary in a range as an input to the algorithm. Also, for a fixed data set, we will show the
results when 7 = 0.5,0.75,0.95. In our figure, we will plot the first and the third quartiles
of the relative errors of the objective value and solution measured in three different norms
from 50 independent trials. We restrict the y axis in the plots to the range of [0,100] to
show more details. We start with a test on skewed data with size 1e6 x 50. (Recall that, by
1e6 x 50, we mean that n = 1 x 10° and d = 50.) The resulting plots are shown in Figure 1.

1 U.S. Census, http://www.census.gov/census2000/PUMS5.html
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Figure 1: The first (solid lines) and the third (dashed lines) quartiles of the relative errors of the
objective value (namely, |f — f*|/|f*|) and solution vector (measured in three different
norms, namely, the /5, ¢; and {. norms), by using 6 different methods, among 50 inde-
pendent trials. The test is on skewed data with size 1e6 by 50. The three different columns
correspond to T = 0.5,0.75,0.95, respectively.
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From these plots, if we look at the sampling size required for generating at least 1-digit
accuracy, then SPC2 needs the fewest samples, followed by SPC3, and then SPC1. This is
consistent with the order of the condition numbers of these methods. For SC, although in
theory it has good condition number properties, in practice it performs worse than other
methods. Not surprisingly, NOCO and UNIF are not reliable when s is very small, e.g.,
less than 1e4.

When the sampling size s is large enough, the accuracy of each conditioning method is
close to the others in terms of the objective value. Among these, SPC3 performs slightly
better than others. When estimating the actual solution vectors, the conditioning-based
methods behave substantially better than the two naive methods. SPC2 and SPC3 are the
most reliable methods since they can yield the least relative error for every sample size
s. NOCO is likely to sample the outliers, and UNIF cannot get accurate answer until the
sampling size s > 1le4. This accords with our expectations. For example, when s is less
than le4, as we pointed out in the remark below the description of the skewed data, it is
very likely that none of the rows in the first block corresponding to the first coordinate will
be selected. Thus, poor estimation will be generated due to the imbalanced measurements
in the design matrix. Note that from the plots we can see that if a method fails with some
sampling complexity s, then for that value of s the relative errors will be huge e.g., larger
than 100, which is clearly a trivial result). Note also that all the methods can generate at
least 1-digit accuracy if s is large enough.

It is worth mentioning the performance difference among SPC1, SPC2 and SPC3. From
Table 7, we show the trade-offs between running time and condition number for the three
methods. As we pointed out, SPC2 always needs the least sampling complexity to generate
2-digit accuracy, followed by SPC3 and then SPCi. When s is large enough, SPC2 and
SPC3 perform substantially better than SPC1. As for the running time, SPC1 is the fastest,
followed by SPC3, and then SPC2. Again, all of these follow the theory about our SPCT2
methods. We will present a more detailed discussion for the running time in Section 3.3.5.

Although our theory doesn’t say anything about the quality of the solution vector itself
(as opposed to the value of the objective function), we evaluate this here. To measure the
approximation to the solution vectors, we use three norms (the ¢;, ¢», and /s norms).
From Figure 1, we see that the performance among these method is qualitatively similar
for each of the three norms, but the relative error is higher when measured in the /s, norm.
Not surprisingly, NOCO and UNIF are not among the reliable methods when s is small
(and they get worse when s is even smaller). Note that the relative error for each method
doesn’t change substantially when T takes different values.

(We note also that, for subsequent figures in subsequent subsections, we obtained sim-
ilar qualitative trends for the errors in the approximate solution vectors when the errors
were measured in different norms. Thus, due to this similarity and to save space, in sub-
sequent figures, we will only show errors for £, norm.)

3.3.2  Quality of approximation when the higher dimension n changes

Next, we describe how the performance of our algorithm varies when higher dimension
n changes. Figure 2 shows the change of relative error on the objective value and solution
vector by using SPC3 and letting n vary from 1e4 to 1e6 and d = 50 fixed. Recall, from
Theorem 3.5, that for given a tolerance ¢, the required sampling complexity s depends
only on d. That is, if we fix the sampling size s and d, then the relative error should not
vary much, as a function of n. If we inspect Figure 2, we see that the relative errors are
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3.3 EMPIRICAL EVALUATION

almost constant as a function of increasing n, provided that # is much larger than s. When
s is very close to 7, since we are sampling roughly the same number of rows as in the full
data, we should expect lower errors. Also, we can see that by using SPC3, relative errors
remain roughly the same in magnitude.
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Figure 2: The first (solid lines) and the third (dashed lines) quartiles of the relative errors of the objec-
tive value (namely, |f — f*|/|f*|) and solution vector (namely, ||x — x*||2/||x*||2), when n
varying from 1e4 to 1e6 and d = 50 by using SPC3, among 50 independent trials. The test is
on skewed data. The three different columns correspond to T = 0.5,0.75, 0.95, respectively.

3.3.3 Quality of approximation when the lower dimension d changes

Next, we describe how the overall performance changes when the lower dimension d
changes. In Figure 3, we let d take more values in the range of [10,100], and we show the
relative errors by using SPC3 for different sampling sizes s and T values. As can be seen
in Figure 3, as d gets larger, the performance of the two naive methods do not vary a lot.
However, this increases the difficulty for conditioning methods to yield 2-digit accuracy.
When d is quite small, most methods can yield 2-digit accuracy even when s is not large.
When d becomes large, SPC2 and SPC3 provide good estimation, even when s < 1000. The
relative performance among these methods remains unchanged. For Figure 3, the relative
errors are monotonically increasing for each sampling size. This is consistent with our
theory that, to yield high accuracy, the required sampling size is a low-degree polynomial
of d.
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Figure 3: The first (solid lines) and the third (dashed lines) quartiles of the relative errors of the objec-
tive value (namely, |f — f*|/|f*]) and solution vector (namely, ||x — x*||2/||x*|2), when d
varying from 10 to 100 and n = 1e6 by using SPC3, among 50 independent trials The test is
on skewed data. The three different columns correspond to T = 0.5,0.75,0.95, respectively.

3.3.4 Quality of approximation when the quantile parameter T changes

Next, we will let T change, for a fixed data set and fixed conditioning method, and we
will investigate how the resulting errors behave as a function of 7. We will consider T in
the range of [0.5,0.9], equally spaced by 0.05, as well as several extreme quantiles such as
0.975 and 0.98. We consider skewed data with size 1e6 x 50; and our plots are shown in
Figure 4.

The plots in Figure 4 demonstrate that, given the same method and sampling size s,
the relative errors are monotonically increasing but only very gradually, i.e., they do not
change very substantially in the range of [0.5,0.95]. On the other hand, all the methods
generate high relative errors when 7 takes extreme values very near 1 (or 0). Overall, SPC2
and SPC3 performs better than SPC1. Although for some quantiles SPC3 can yield slightly
lower errors than SPC2, it too yields worst results when T takes on extreme values.

3.3.5 Evaluation on running time performance

In this subsection, we will describe running time issues, with an emphasis on how the
running time behaves as a function of s, d and n.

WHEN THE SAMPLING SIZE S CHANGES

To start, Figure 5 shows the running time for computing three subproblems associated
with three different T values by using six methods (namely, SC, SPC1, SPC2, SPC3, NOCO,
UNIF) when the sampling size s changes. (This is simply the running time comparison
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Figure 4: The first (solid lines) and the third (dashed lines) quartiles of the relative errors of the
objective value, (namely |f — f*|/|f*|) and solution vector (namely, ||x — x*||2/||x*|l2),
when T varying from 0.5 to 0.999 by using SPC1, SCP2, SPC3, among 50 independent
trials. The test is on skewed data with size 1e6 by 50. Within each plot, three sampling
sizes are considered, namely, 1e4, 1e4, 1e5.

for all the six methods used to generate Figure 1.) As expected, the two naive methods
(NOCO and UNIF) run faster than other methods in most cases—since they don’t perform
the additional step of conditioning. For s < 10%, among the conditioning-based methods,
SPC1 runs fastest, followed by SPC3 and then SPC2. As s increases, however, the faster
methods, including NOCO and UNIEF, become relatively more expensive; and when s ~
5e5, all of the curves, except for SPC1, reach almost the same point.

To understand what is happening here, recall that we accept the sampling size s as
an input in our algorithm; and we then construct our sampling probabilities by p; =
min{1,s-A;/ Y A;}, where A; is the estimation of the ¢; norm of the i-th row of a well-
conditioned basis. (See Step 4 in Algorithm 7.) Hence, the s is not the exact sampling size.
Indeed, upon examination, in this regime when s is large, the actual sampling size is often
much less than the input s. As a result, almost all the conditioning-based algorithms are
solving a subproblem with size, say, s/2 x d, while the two naive methods are are solving
subproblem with size about s x d. The difference of running time for solving problems
with these sizes can be quite large when s is large. For conditioning-based algorithms, the
running time mainly comes from the time for conditioning and solving the subproblem.
Thus, since SPC1 needs the least time for conditioning, it should be clear why SPC1 needs
much less time when s is very large.

WHEN THE HIGHER DIMENSION % CHANGES
Next, we compare the running time of our method with some competing methods when
data size increases. The competing methods are the primal-dual method, referred to as

38



3.3 EMPIRICAL EVALUATION

The running time for each method
10

/

time

10 ‘ = ‘ ‘
10 10
sample size

Figure 5: The running time for solving the three problems associated with three different T values
by using six methods, namely, SC, SPC1, SPC2, SPC3, NOCO, UNIF, when the sampling
size s changes.

ipm, and that with preprocessing, referred to as prqfn; see [PKg7] for more details on these
two methods.

We let the large dimension n increase from 1e5 to 1e8, and we fix s = 5e4. For com-
pleteness, in addition to the skewed data, we will consider two additional data sets. First,
we also consider a design matrix with entries generated from i.i.d. Gaussian distribution,
where the response vector is generated in the same manner as the skewed data. Also, we
will replicate the census data 20 times to obtain a data set with size 1e8 by 11. For each
n, we extract the leading n x d submatrix of the replicated matrix, and we record the cor-
responding running time. The results of running time on all three data sets are shown in
Figure 6.

From the plots in Figure 6 we see, SPC1 runs faster than any other methods across all the
data sets, in some cases significantly so. SPC2, SPC3 and prgfn perform similarly in most
cases, and they appear to have a linear rate of increase. Also, the relative performance
between each method does not vary a lot as the data type changes.

Notice that for the skewed data, when d = 50, SPC2 runs much slower than when
d = 10. The reason for this is that, for conditioning-based methods, the running time is
composed of two parts, namely, the time for conditioning and the time for solving the
subproblem. For SPC2, an ellipsoid rounding needs to be applied on a smaller data set
whose larger dimension is a polynomial of d. When the sampling size s is small, i.e., the
size of the subproblem is not too large, the dominant running time for SPC2 will be the
time for ellipsoid rounding, and as d increase (by, say, a factor of 5) we expect a worse
running time. Notice also that, for all the methods, the running time does not vary a
lot when T changes. Finally, notice that all the conditioning-based methods run faster on
skewed data, especially when 4 is small. The reason is that the running time for these
three methods is of the order of input-sparsity time, and the skewed data are very sparse.
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Figure 6: The running time for five methods (ipm, prqfn, SPC1, SPC2 and SPC3) on the same data set,
with d fixed and n changing. The sampling size s = 5e4, and the three columns correspond
to T = 0.5,0.75,0.95, respectively.
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WHEN THE LOWER DIMENSION d CHANGES

Finally, we will describe the scaling of the running time as the lower dimension d changes.

To do so, we fixed n = 1e6 and the sampling size s = 1e4. We let all five methods run on
the data set with d varying from 5 up to 180. When d ~ 200, the scaling was such that
all the methods except for SPC1 and SPC3 became too expensive. Thus, we let only SPC1
and SPC3 run on additional data sets with d up to 270. The plots are shown in Figure 7.
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Figure 7: The running time for five methods (ipm, prqfn, SPC1, SPC2, and SPC3) for solving skewed
data, with n = 1e6, s = le4, when d varies. SPC1 and SPC3 show better scaling than other
methods when d < 180. For this reason, we keep running the experiments for SPC1 and
SPC3 until d = 270. When d < 100, the three conditioning-based methods can yield 2-digit
accuracy. When for d € [100,180], they can yield 1-digit accuracy.

From the plots in Figure 7, we can see that when d < 180, SPC1 runs significantly faster
than any other method, followed by SPC3 and prqfn. The performance of prgfn is quite
variable. The reason for this is that there is a step in prqfn that involves uniform sampling,
and the number of subproblems to be solved in each time might vary a lot. The scalings
of SPC2 and ipm are similar, and when d gets much larger, say 4 > 200, they may not be
favorable due to the running time. When d < 180, all the conditioning methods can yield
at least 1-digit accuracy. Although one can only get an approximation to the true solution
by using SPC1 and SPC3, they will be a good choice when d gets even larger, say up to
several hundred, as we shown in Figure 7. We note that we could let d get even larger
for SPC1 and SPC3, demonstrating that SPC1 and SPC3 is able to run with a much larger
lower dimension than the other methods.

Remark 6. One may notice a slight but sudden change in the running time for SPC1 and SPC3 at
d = 130. After we traced down the reason, we found out that the difference come from the time in
the conditioning step (since the subproblems they are solving have similar size), especially the time
for performing the QR factorization. At this size, it will be normal to take more time to factorize
a slightly smaller matrix due to the structure of cache line, and it is for this reason that we see
that minor decrease in running time with increasing d. We point out that the running time of our
conditioning-based algorithm is mainly affected by the time for the conditioning step. That is also
the reason why it does not vary a lot when T changes.

3.3.6 Evaluation on solution of Census data

Here, we will describe more about the accuracy on the census data when SPC3 is applied
to it. The size of the census data is roughly 5e6 x 11.

41



3.3 EMPIRICAL EVALUATION

We will generate plots that are similar to those appeared in [KHo1]. For each coefficient,
we will compute a few quantities of it, as a function of 7, when T varies from 0.05 to
0.95. We compute a point-wise 9o percent confidence interval for each 7 by bootstrapping.
These are shown as the shaded area in each subfigure. Also, we compute the quartiles
of the approximated solutions by using SPC3 from 200 independent trials with sampling
size s = 5e4 to show how close we can get to the confidence interval. In addition, we
also show the solution to Least Square regression (LS) and Least Absolute Deviations
regression (LAD) on the same problem. The plots are shown in Figure 8.

From these plots we can see that, although the two quartiles are not inside the confi-
dence interval, they are quite close, even for this value of s. The sampling size in each trial
is only 5e4 which is about 1 percent of the original data; while for bootstrapping, we are
resampling the same number of rows as in the original matrix with replacement. In addi-
tion, the median of these 50 solutions is in the shaded area and close to the true solution.
Indeed, for most of the coefficients, SPC3 can generate 2-digit accuracy. Note that we also
compute the exact values of the quartiles; we don’t present them here since they are very
similar to those in Table 21 in Section 6.2 (where empirical results of large-scale quantile
regression problems are shown) in terms of accuracy. All in all, SPC3 performs quite well
on this real data.
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Figure 8: Each subfigure is associated with a coefficient in the census data. The shaded area shows
a point-wise 90% confidence interval. The black curve inside is the true solution when T
changes from 0.05 to 0.95. The blue and green lines correspond to the ¢, and ¢; solution,
respectively. The two magenta curves show the first and third quartiles of solutions ob-
tained by using SPC3, among 200 independent trials with sampling size s = 5e4 (about 1%
of the original data).
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WEIGHTED SGD FOR ¢, REGRESSION WITH RANDOMIZED
PRECONDITIONING

Among many novel algorithms for large-scale data analysis and machine learning prob-
lems that have emerged in recent years, stochastic gradient descent (SGD) methods and
randomized linear algebra (RLA) algorithms have received much attention—Dboth for their
strong performance in practical applications and for their interesting theoretical proper-
ties [Bot10o; Mah11]. Consider the ubiquitous £, regression problems. For these regression
problems, SGD algorithms are widely used in practice because of their scalability and effi-
ciency. In contrast, RLA algorithms have better theoretical guarantees but (thus far) have
been less flexible, e.g., in the presence of constraints.

In this chapter, we describe a novel RLA-SGD algorithm called pwSGD (preconditioned
weighted SGD) for £, regression. Our new algorithm combines the advantages of both
RLA and SGD methods for solving constrained overdetermined £, regression problems.
We prove that PWSGD inherits fast convergence rates that only depend on the lower
dimension of the linear system, while maintaining low computational complexity. In Sec-
tion 4.1 we provide an overview of our algorithm and its connection to related algorithms.
Main algorithm and theoretical results are presented in Section 4.2. Empirical evaluation
of PWSGD is provided in Section 4.3. Finally, we discuss the connection between RLA al-
gorithms and coreset methods for ¢, regression problems in Section 4.4. The material in
this chapter appears in Yang et al. [Yan+16a; Yan+16b].

4.1 OVERVIEW AND CONNECTION TO RELATED ALGORITHMS

Consider the overdetermined £, regression problem, which is previously defined in Def-
inition 2.24,

min f(x) = | Ax — b, (4.1
where p € [1,0), A € R"*4 b € R" and n > d. When Z = RY, i.e., the solution
space is unconstrained, the cases p € {1, 2} are respectively known as the least absolute
deviations (LAD or ¢1) and least-squares (LS or ¢,) regression problems.

As a point of potentially-independent interest, a connection between ¢, regression and
stochastic optimization will allow us to unify our main algorithm pwSGD and some ex-
isting ¢, regression solvers under the same framework. In Figure 28, we present the basic
structure of this framework, which provides a view of PwSGD from another perspective.
To be more specific, we reformulate a (deterministic) overdetermined ¢, regression prob-
lem of the form (4.1) into a stochastic optimization problem of the form (4.2).

Lemma 4.1. Let U € R"*4 be a basis of the range space of A in the form of U = AF, where
F € R?*?, The constrained overdetermined £y regression problem (4.1) is equivalent to

min Ly — bl = minEep [H(y, 8], (4.2)
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Figure 9: An overview of our framework for solving /, regression via stochastic optimization. To
construct a solver, three choices have to be made. For (C1), the answer can be either SAA
(Sampling Average Approximation, i.e., sample a batch of points and deal with the sub-
problem) or SA (Stochastic Approximation, i.e., sample a mini-batch in an online fashion
and update the weight vector after extracting useful information). In (C2), the answer is
determined by P, which denotes the underlying sampling distribution (uniform or non-
uniform) and U, which denotes the basis with which to work (original or preconditioned
system). Finally, for (C3), the answer determines how we solve the subproblem (in SAA)
or what information we extract and how we update the weight (in SA).

where § is a random variable over {1,...,n} with distribution P = {p;}!" |, y is the decision
variable in Y, and H(y,&) = |Ugy — be|P/ pg. The constraint set of y is given by J = {y €
R? |y =Flx,x € Z}.

As suggested in Figure 28, to solve this stochastic optimization problem, typically one
needs to answer the following three questions:

(C1) How to sample: SAA (Sampling Average Approximation, i.e., draw samples in a
batch mode and deal with the subproblem) or SA (Stochastic Approximation, i.e.,
draw a mini-batch of samples in an online fashion and update the weight after
extracting useful information)?

(C2) Which probability distribution P (uniform distribution or not) and which basis U
(preconditioning or not) to use?

(C3) Which solver to use (e.g., how to solve the subproblem in SAA or how to update
the weight in SA)?

Some combinations of these choices may lead to existing solvers; see Figure 28 for more
details. In the following, we briefly outline several connections. Using the SAA approach
with a naive choice of U = A and uniform distribution P leads to the vanilla subsam-
pling algorithm. Importantly, such a simple algorithm might fail (ungracefully) for worst-
case input. On the other hand, RLA methods (in particular, those that exploit algorithmic
averaging discussed in Section 2.3.2.3 and Section 2.3.2.4) inherit strong theoretical guar-
antees because the underlying sampling distribution P captures most of the important
information of the original system; moreover, such a carefully constructed leverage-based
distribution is defined based on a well-conditioned basis U, e.g., an orthogonal matrix for
p = 2 (Theorem 2.19).

A natural question arises: can we leverage the algorithmic benefits of RLA precondi-
tioning to improve the performance of SGD-type algorithms? One immediate idea is to
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develop an SGD-like algorithm that uses the same choice of U and P as in RLA methods.
Indeed, this simple idea leads to our main algorithm rwSGD, which is an online algorithm
(C1) that uses a non-uniform sampling distribution (C2) and performs a gradient descent
update (C3) on a preconditioned system (C2), as Figure 28 suggests.

Indeed, for least-squares problems (unconstrained ¢, regression), PWSGD is highly re-
lated to the weighted randomized Kaczmarz (RK) algorithm [SVog; NWS14] in the way
that both algorithms perform SGD updates with non-uniform sampling distribution P. An
important difference is that PWSGD runs on a well-conditioned basis U while randomized
RK doesn’t involve preconditioning. In Section 4.2.6 we show that this preconditioning
step dramatically reduces the number of iteration required for PwSGD to converge to a
(fixed) desired accuracy.

4.2 MAIN ALGORITHM AND THEORETICAL RESULTS
4.2.1  Our main algorithm: PwSGD

Here, we state our main algorithm pwSGD (Algorithm 9) for solving the constrained overde-
termined ¢; and ¢, regression problems. We summarize the main steps of our main algo-
rithm as follows.

First, we compute a well-conditioned basis U for the range space of A implicitly via
a conditioning method; see Table 2 for possible randomized preconditioning methods.
We refer this as the “implicit” method, i.e., it focuses on computing R € R%*“ such that
U=AR".

Second, we either exactly compute or quickly approximate the £, leverage scores de-
fined as {||U; ||§}?:1, as {A;}! ;. To compute leverage scores exactly, we have to form
the matrix U explicitly, which takes time O(nd?). Alternatively, we can estimate the row
norms of U without computing the product between A and R}, in order to reduce the
running time as discussed in Section 2.3.2.3 and Section 2.3.2.4. We assume that {A;}" ,
satisfy

L= [l < A < L+ U llp, (4-3)

where 7 is the approximation factor of estimation. When the leverage scores are exact,
the approximation factor y = 0. From that, we can define a distribution P over {1,...,n}
based on {A;}" , as follows:

Ai

pi= i
=14

(4-4)

Third, in each iteration a new sample corresponding to a row of A is drawn according
to distribution P and we apply an SGD process to solve the following equivalent problem
with a specific choice of F € R?*4:

ryrg)r}h(y) = |AFy — by = Egp [IA@Fy —be|P/pe | - (4-5)
Here the matrix F is called the preconditioner for the linear system being solved; see
Section 4.2.3 for several choices of F. Below, we show that with a suitable choice of F, the
convergence rate of the SGD phase can be improved significantly. Indeed, we can perform
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Algorithm 9 pwSGD— preconditioned weighted SGD for overdetermined ¢; and /, re-
gression

1 Input: A € R"™%, b € R" with rank(A) = d, xo € Z, 17 and T.

2. Output: An approximate solution vector to problem min,cz ||Ax — b||5 forp=1or
2.

3: Compute R € R**4 such that U = AR~ is a well-conditioned basis U; see Table 2 for
possible options.

4 Compute or estimate [U; Hﬁ with leverage scores A;, for i € [n], that satisfies (4.3).

5. Let p; = ﬁ, fori € [n].

6: Construct the preconditioner F € R%*4 based on R; see Section 4.2.3 for details.
7. fort=20,...,T do

8:  Pick §; from [n] based on distribution {p;}! ;.

o

sgn (A(Ct)xt - bfft) /pg ifp=1

Ct =
2 (A(Cr)xt - th) /P if p=2.

10:  Update x by

Xt — ﬂCtH_lA(ét) if Z = Rd;

Xty = (4-8)

argmin 7c Az x + Hllxe — x||3,  otherwise.
XeZ

where H = (FFT)_l.
11: end for
12: Return X for p =1 or x7 for p = 2.

the update rule in the original domain (with solution vector x instead of y), i.e., (4.8).
Notice that if Z = R? and F = I, then the update rule can be simplified as

Xt+1 = Xt — UCtA(é’t)' (46)
If Z=R"?and F = R, then the update rule becomes
Xpy1 = Xt — nctH_lA(,gt), (4-7)

where H = (RTR)~!. In the presence of constraints, (4.8) only needs to solve an op-
timization problem with a quadratic objective over the same constraints, whose size is
independent of n.

Finally, the output is the averaged value over all iterates, i.e., ¥ = %Zle x¢, for ¢4
regression, or the last iterate, i.e., xT, for ¢, regression.

4.2.2  Main results for {1 and €, regression problems

The quality-of-approximation of Algorithm 9 is presented in Theorem 4.2 and Theorem 4.3
for /1 and /¢, regression, respectively, in which we give the expected number of iterations
that pPwSGD needs for convergence within small tolerance. We show that pwSGD inherits a
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convergence rate of O (1 /T ) for ¢; regression and O (log T/ T) for ¢, regression and the

constant term only depends on the lower dimension d when F = R~!. Worth mentioning
is that for ¢, regression, our bound on the solution vector is measured in prediction norm,
i.e., ||Ax]|2. All the proofs can be found in Appendix B.

In the following results, R is the matrix computed in step 3 in Algorithm 9, {A;};c[,}, are
the leverage scores computed in step 4, F is the preconditioner chosen in step 6 in Algo-
rithm 9 and H = (FFT) ! Denote by &, (U) the condition number of the well-conditioned
basis U = AR™! and 7 the approximation factor of the leverage scores A;, i € [n], that
satisfies (4.3). For any vector x € R?, denote by ||x||?, = xT Hx the ellipsoidal norm of x in-
duced by matrix H = H' > 0. For any nonsingular matrix A, denote x(A) = || Al|2]|A7Y2
and #(A) = |A|1|A~!|; where |- |; is the element-wise £ norm. The exact form of the step-
sizes used can be found in the proofs.

Theorem 4.2. For A € R and b € R", define f(x) = ||Ax — b||; and suppose f(x*) > 0.
Then there exists a step-size 1 such that after

2., 2
cicac
T = d&}(U)R*(RF) 122
€
iterations, Algorithm 9 with p = 1 returns a solution vector estimate X that satisfies the expected

relative error bound
E[f(0)] - f() _
fx*) -

Here, the expectation is taken over all the samples Gq,...,¢T and x* is the optimal solution to

*_ 2
the problem minye z f(x). The constants in T are given by ¢ = %/ 0 = HxxAHH and
H
cs = | Ax 1 /f(x*).

Theorem 4.3. For A € R"*¥ and b € R", define f(x) = |Ax — b||o and suppose f(x*) > 0.
Then there exists a step-size 11 such that after

R tog (22D (| B

iterations, Algorithm 9 with p = 2 returns a solution vector estimate x7 that satisfies the expected
relative error bound
E [[[AGxr —x")[3] _
€.
143 -

Furthermore, when Z = RY and F = R™1, there exists a step-size 1 such that after

T = c1&3(U) - log (Czi(u)> ' (1 " 2K2€(U>>

iterations, Algorithm 9 with p = 2 returns a solution vector estimate xt that satisfies the expected
relative error bound
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Here, the expectation is taken over all the samples ¢1,...,Cr, and x* is the optimal solution to

*_ 2
the problem min,cz f(x). The constants in T are given by ¢; = =L, ¢ = % c3 =
H

1—y
[ Ax*[[5/ f (x*).

The above results indicate two important properties of PwWSGD. First recall that the
condition number ,(U) of the well-conditioned basis U is a polynomial of d that is
independent of 1 (Section 2.3). Thus with a preconditioner F = R~! and an appropriate
step-size in PWSGD, the number of iterations T required to achieve an arbitrarily low
relative error only depends on the low dimension d of the input matrix A. Second, PWwSGD
is robust to leverage score approximations, i.e., the expected convergence rate will only be
affected by a small distortion factor even when the approximation has low accuracy, such
as v = 0.5.

Remark 7. For constrained {5 regression, the bound is on the solution vector measured in predic-
tion norm. By the triangular inequality, this directly implies (E [f (x7)] — f(x*))/f(x*) < \/c3€.

4.2.3  The choice of the preconditioner F

As we can see, the preconditioner F plays an important role in our algorithm. It converts
the original regression problem in (4.1) to the stochastic optimization problem in (4.5).
From Theorem 4.2 and Theorem 4.3, clearly, different choices of F lead to different con-
vergence rates in the SGD phase (reflected in x(RF)*) and additional computational costs
(reflected in H in (4.8) ).

When F = R, the effect of x(RF) or #(RF) on T vanishes. In this case, H is also a
good approximation to the Hessian AT A. This is because usually R is the R-factor in the
QR decomposition of SA, where SA is a “sketch” of A satisfying (2.2) that shares similar
properties with A. Together we have H = RTR = (SA)T(SA) ~ AT A. This implies (4.7)
is close to the Newton-type update. However, as a tradeoff, since H! is a d x d dense
matrix, an additional O(d?) cost per iteration is required to perform SGD update (4.8).

On the other hand, when F = I, no matrix-vector multiplication is needed in updating
x. However, based on the discussion above, one should expect k¥(R) = «(SA) to be close to
«(A). Then the term x(RF) = x(R) can be large if A is poorly conditioned, which might
lead to undesirable performance in the SGD phase.

Besides the obvious choices of F such as R™! and I, one can choose F to be a diagonal
preconditioner D that scales R to have unit column norms. According to van der Sluis
[van6g], the condition number after preconditioning x(RD) is always upper bounded by
the original condition number x(R), while the additional cost per iteration to perform
SGD updates with diagonal preconditioner is only O(d). In Section 4.3 we illustrate the
tradeoffs among these three choices of preconditioners empirically.

4.2.4 Complexities
Here, we discuss the complexity of pPwSGD with F = R~!. The running time of Algo-

rithm 9 consists of three parts. First, for computing a matrix R such that U = AR ! is
well-conditioned; see Table 2 for the running time time(R) and preconditioning quality

1 Itis also reflected in #(RF); however, it depends on «(RF) because one can show mjx(RF) < #(RF) < myx(RF),
where my, my are constants derived using matrix norm equivalences.
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kp(ll) of various methods.? Second, to estimate the leverage scores, i.e., the row norms
of AR™1, Drineas et al. [Dri+12] and Clarkson et al. [Cla+13] proposed several algorithms
for approximating the /; and ¢, leverage scores without forming matrix U. For a target
constant approximation quality, e.g., v = 0.5 and ¢; = %f—z
these algorithms is O(logn - nnz(A)). Third, Theorem 4.2 and Theorem 4.3 provide upper
bounds for the expected algorithmic complexity of our proposed SGD algorithm when a
target accuracy is fixed. Combining these, we have the following results.

= 3, the running time of

Theorem 4.4. Suppose the preconditioner in step 3 of Algorithm 9, is chosen from Table 2, with
constant probability, one of the following events holds for PWSGD with F = R~. To return a
solution X with relative error € on the objective,
o It runs in time(R) + O(logn - nnz(A) + d3% (U) / €?) for unconstrained ¢y regression.
o It runs in time(R) + O(logn - nnz(A) + time, piay, - di1(U)/€?) for constrained (1 regres-
sion.
o It runs in time(R) + O(logn - nnz(A) + d3log(1/€)/€) for unconstrained {, regression.
o It runs in time(R) + O(logn - nnz(A) + time, o - d1og(1/€)/€?) for constrained £
regression.
In the above, time(R) denotes the time for computing the matrix R and timey pgqte denotes the time
for solving the optimization problem in (4.8).

Notice that, since time, g, only depends on d, an immediate conclusion is that by us-
ing sparse preconditioning methods, to find an e-approximate solution, PwSGD runs in
O(logn - nnz(A) + poly(d) /€?) time for ¢ regression and in

O(logn - nnz(A) + poly(d)log(1/€)/e€) time for ¢, regression (in terms of solution vector
in prediction norm for constrained problems or objective value for unconstrained prob-
lems).

Also, as can be seen in Theorem 4.4, for the complexity for ¢; regression, the tradeoffs
in choosing preconditioners from Table 2 are reflected here. On the other hand, for ¢,
regression, as all the preconditioning methods in Table 2 provide similar preconditioning
quality, ie., k(U) = xp(U) = O(1), time(R) becomes the key factor for choosing a pre-
conditioning method. In Table 8, we summarize the complexity of PwSGD using various
underlying preconditioning methods for solving unconstrained /; and ¢ regression prob-
lems. We remark that, with decaying step-sizes, it is possible to improve the dependence
on € from log(1/€)/e to 1/€ [RSS12].

To provide a quick overview of how PwSGD compares to existing algorithms, in Ta-
bles 9 and 10, we summarize the complexity required to compute a solution £ with relative
error (f(®) — f(x*))/f(x*) = €, of several solvers for unconstrained ¢; and ¢, regression.
In Table 9, RLA with algorithmic leveraging (RLA for short) [Cla+13; YMM14] is a popu-
lar method for obtaining a low-precision solution and randomized IPCPM is an iterative
method for finding a higher-precision solution [MM13b] for unconstrained ¢; regression.
Clearly, PwSGD has a uniformly better complexity than that of RLA methods in terms of
both d and €, no matter which underlying preconditioning method is used. This makes
pwSGD a more suitable candidate for getting a medium-precision, e.g., € = 1073, solution.

In Table 10, all the methods require constructing a sketch first. Among them, “low-
precision” solvers refer to “sketching + direct solver” type algorithms; see [Dri+11; CW13a]
for projection-based examples and [CW13a; Dri+12] for sampling-based examples. “High-
precision” solvers refer to “sketching + preconditioning + iterative solver” type algo-
rithms; see [AMT10; MSM14] for examples. One can show that, when d > 1/e and

In Table 2, only values of x, are presented. However, using Lemma 2.5, one can compute the values of %,
correspondingly.
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Table 8: Summary of complexity of PWSGD with different underlying preconditioning methods
when solving unconstrained ¢; and ¢, regression problems. The target is to return a so-
lution % with relative error € on the objective. Here, the complexity of each algorithm is
calculated by setting the failure probability to be a constant.

TYPE PRECONDITIONER COMPLEXITY REFERENCE
Cauchy O(de2 logn +d3 logd+d% log2 d/ez) [SW11]
Fast Cauchy O(ndlogn + d3log® d + 4% log2 d/e?) [Cla+13]
fa Sparse Cauchy O(nnz(A)logn +d7 log® d +dlf log 2 d/e?) [MM13a]
Reciprocal exponential O(nnz(A)logn + a3 logd +d % log% d/e2) [WZ13]
Lewis weights O(nnz(A)logn+d3 logd+d% log% d/e2) [CP15]
Gaussian O(nd? + d3log(1/€)/e) [DSo1]
0 SRHT O(ndlogn + d3 lognlogd + d3 log(1/¢) /¢) [Trot1]
Sparse (5 embedding O(nnz(A)logn +dd logd + d3 log(1/¢) /¢) [Coh16]
Refinement sampling O(nnz(A) log(n/d)logd + d® log(n/d)logd +d> log(1/€) /€) [Coh+15]

n > d*/e, PwSGD is asymptotically better than all the solvers shown in Table 10. More-
over, although high-precision solvers are more efficient when a high-precision solution
is desired, usually they are designed for unconstrained problems, whereas PWSGD also
works for constrained problems.

We remark that, compared to general SGD algorithms, our RLA-SGD hybrid algorithm pwSGD
works for problems in a narrower range, i.e., £, regression, but inherits the strong theoretical guar-
antees of RLA. When solving £ regression, for which traditional RLA methods are well designed,
PWSGD has a comparable complexity. On the other hand, when solving {1 regression, due to the
efficiency of SGD update, PWSGD has a strong advantage over traditional RLA methods.

Table 9: Summary of complexity of several unconstrained ¢; solvers that use randomized linear
algebra. The target is to find a solution £ with accuracy (f (%) — f(x*))/f(x*) < €, where
f(x) = ||Ax — b||1. In the above, time(R) denotes the time needed to compute a matrix R
such that AR~ is well-conditioned with condition number &; (Definition 2.4). The general
complexity bound and the one using sparse reciprocal exponential transform (Lemma 2.18)
as the underlying preconditioning method are presented. Here, we assume n > d such that
n > d3logd and the underlying ¢; regression solver in RLA with algorithmic leveraging

algorithm takes O (n i ) time to return a solution [PK97]. The complexity of each algorithm
is computed by setting the failure probability to be a constant.

SOLVER ‘ COMPLEXITY (GENERAL) COMPLEXITY (SI’ARSE)
RLA with algorithmic leveraging time(R) + O(nnz(A )lognJrK it /67) O(nnz(A )lognerF log%r d/e%)
randomized IPCPM time(R) + nd* + O((nd + poly(d))log(kid/€))  nd? + O((nd + poly(d))log(d/€))
pwSGD time(R) + O(nnz(A) logn + d>%, / €2) O(nnz(A )logn+dl} log% d/e?)

Table 10: Summary of complexity of several unconstrained ¢, solvers that use randomized linear
algebra. The target is to find a solution £ with accuracy (f(£) — f(x*))/f(x*) < €, where
f(x) = |JAx — b||2. Two sketching methods, namely, SRHT [Dri+11; Tro11] and sparse
embedding [CW13a] are considered. Here, we assume d < n < ¢l. The complexity of each
algorithm is computed by setting the failure probability to be a constant.

SOLVER ‘ coMPLEXITY (SRHT) COMPLEXITY (SPARSE)
low-precision solvers (projection) O (ndlog(d/e) + d®logn(logd + 1/€)) O (nnz(A) +d*/€?)
low-precision solvers (sampling) O (ndlogn + d*lognlogd + d°logd/€) O (nnz(A)logn +d* + d®logd/e)

high-precision solvers O (ndlogn + d*lognlogd + ndlog(1/€)) O (nnz(A) + d* + ndlog(1/€))

rwSGD O (ndlogn + d*lognlogd + d®log(1/€)/€) O (nnz(A)logn +d* + d®log(1/€)/€)
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4.2.5 Complexity comparison between PWSGD and RLA

As we pointed out in Section 4.1, PWSGD and RLA methods with algorithmic leverag-
ing (RLA for short) are closely related as they can be viewed as methods using SA and
SAA to solve the stochastic optimization problem (4.2). Omitting the time for computing
basis U and sampling distribution P, the comparison of complexity boils down to compar-
ing timeg, (s, d) (for RLA) and time, piape - T (for pwSGD) where timeg,; (s, d) is the time
needed to solve the same constrained regression problem with size s by d and time, pgaze
denotes the time needed for to solve the optimization problem in (4.8). According to
the theory, for the same target accuracy, the required s (sampling size) and T (number
of iterations) are the same asymptotically, up to logarithmic factors; see Theorem 2.22
for expression of s. When the problem is unconstrained, due to the efficiency of SGD,
timeypdate = O(d?) as indicated in (4.8). For ¢, regression, due to the efficiency of the
direct solver, timeg,,(s,d) = O(sd?). This explains why pwSGD and RLA (low-precision
solvers (sampling)) have similar complexities as shown in Table 10. On the other hand, for
unconstrained ¢; regression, a typical ¢ regression solver requires time timeg,; (s, d) > sd>.
For example, if an interior point method is used [PK97], timeg,; (s, d) is not even linear in s.
This explains the advantage PwSGD has over RLA as shown in Table 9. We also note that
in the presence of constraints, PwSGD may still be more efficient for solving {1 regression
because roughly speaking, timeg,;(s,d)/s > time,pate-

4.2.6  Connection to weighted randomized Kaczmarz algorithm

As mentioned in Section 4.1, our algorithm pwSGD for least-squares regression is related
to the weighted randomized Kaczmarz (RK) algorithm [SVog; NWS14]. To be more spe-
cific, weighted RK algorithm can be viewed as an SGD algorithm with constant step-size
that exploits a sampling distribution based on row norms of 4, i.e., p; = [|A(; [13/]|A2-
In pwSGD, if the preconditioner F = R~! is used and the leverage scores are computed
exactly, the resulting algorithm is equivalent to applying the weighted randomized Karcz-
marz algorithm on a well-conditioned basis U = AR~! since leverage scores are defined
as the row norms of U.

Since the matrix A itself can be a basis for its range space, setting U = Aand F =R =1
in Theorem 4.3 indicates that weighted RK algorithm inherits a convergence rate that
depends on condition number x(A) times the scaled condition number &;(A). Notice that
in PwSGD, the preconditioning step implicitly computes a basis U such that both «(U) and
%(U) are low. One should expect the SGD phase in PWSGD inherits a faster convergence
rate, as verified numerically in Section 4.3.

4.3 EMPIRICAL EVALUATION

In this section, we provide empirical evaluations of our main algorithm rwSGD. We eval-
uate its convergence rate and overall running time on both synthetic and real datasets.
For PwSGD, we implement it with three different choices of the preconditioner F. Herein,
throughout the experiments, by pwSGD-full, PwSGD-diag, PwSGD-noco, we respectively
mean PWSGD with preconditioner F = R™1, D, I; see Section 4.2.3 for details. Note that,
for PwSGD, we use the methods from Clarkson and Woodruff [CW13a] for precondition-
ing. Also, we exactly compute the row norms of AR™! and use them as the leverage scores.
In each experiment, the initial solution vector estimate is set as zero. The above algorithms
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are then run in the following manner. Each epoch contains [7/10] iterations. At the begin-
ning of each epoch, we sample [7/10] indices according to the underlying distribution
without replacement and update the weight using the [1/10] row samples from the data
matrix. Finally, the plots are generated by averaging the results over 20 independent trials.

4.3.1 Experiments on synthetic datasets

Theoretically the major advantage of PWSGD is the fast convergence rate. To evaluate its
performance, we compare the convergence rate of relative error, i.e., |f — f*|/f*, with
other competing algorithms including vanilla SGD and fully weighted randomized Kacz-
marz (weighted-RK) algorithm ([NWS14; SVog]) for solving least-squares problem (un-
constrained /, regression). For each of these methods, given a target relative error € = 0.1
on the objective, ie., (f — f*)/f* = 0.1, we use the optimal step-size suggested in the
theory. In particular, for PwSGD, we are showing the convergence rate of the SGD phase
after preconditioning. We stop the algorithm when the relative error reaches €. In this task,
we use synthetic datasets for better control over the properties on input matrices A and b.
Each dataset has size 1000 by 10. The design matrix A is of the form A = UZVT where
U € R100x10 and v € R10*10 are random orthonormal matrices and & € R9*10 is a di-
agonal matrix that controls «(A). The true solution x* is a standard Gaussian vector and
the response vector b is set to be Ax* corrupted by some Gaussian noise with standard
deviation 0.1.

We investigate the relation between the condition number of A and convergence rate. By
Theorem 4.3, for weighted SGD algorithm, the number of iterations required to solve an ¢,
regression problem is proportional to %3 (A)x2(A) = ||[(ATA) 13| Al3]| A% < #3(A). To
verify this hypothesis, we generate a sequence of A matrices using Synthetic 2 dataset
with increasing #3(A) values such that U and V in the sequence are constants.3 This
construction ensures that all other properties such as leverage scores and coherence (the
largest leverage score) remain unchanged. We present the experimental results (number
of iterations required for different methods versus &3(A)) for the synthetic dataset in
Figure 10.

As shown in Figure 10, the required number of iterations of all the methods except
for pwSGD-full scales linearly in #3(A). This phenomenon matches the result predicted
in theory. A significant advantage of PWSGD-full over other methods is its robust conver-
gence rate against variations in &5 (A). This is mainly because its SGD phase operates on
a well-conditioned basis after preconditioning and the preconditioning quality of PwSGD-
full depends only on the low-dimension of A; thus increasing &5(A) has little effect on
changing its convergence rate. Also, while the diagonal preconditioner in PwSGD-diag
reduces the condition number, i.e., x(RD) < x(R), its convergence rate still suffers from
the increase of &5 (A).

4.3.2  Time-accuracy tradeoffs

We present the time-accuracy tradeoffs among these methods on the following two datasets.

Here we test the performance of various methods in solving unconstrained ¢; and /,
regression problems. Although there are no theoretical results to support the solution

In Synthetic 2, U and V are fixed.  is of the form diag(cy, ...,04) where 0; = 1+ (i — 1)q for i € [d]. We solve

for g such that Y4, o? = #3(U) for any desired value &3 (U).
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Figure 10: Convergence rate comparison of several SGD-type algorithms including PwSGD with
three different choices of preconditioners for solving ¢, regression on Synthetic 2
datasets with increasing condition number. For each method, the optimal step-size is
set according to the theory with target accuracy |f(£) — f(x*)|/f(x*) = 0.1. The y-axis is
showing the minimum number of iterations for each method to find a solution with the
target accuracy.

Table 11: Summary of datasets.
NAME ‘ #rows # coLumMNs  k(A)
Yeart | 5x 10° 90 2x10°
Buzz> | 5x 10° 77 108

vector convergence on {1 regression problems with PwSGD, we still evaluate relative error
in the solution vector. To further examine the performance of PwWSGD methods, we also
include AdaGrad [DHS11] and RLA methods with algorithmic leveraging (RLA for short)
described in Section 2.3.2.3 and Section 2.3.2.4 for comparisons. For AdaGrad, we use
diagonal scaling and mirror descent update rule. As for implementation details, in all
SGD-like algorithms, step-size tuning is done by grid-searching where at each trial the
algorithm is run with a candidate step-size for enough iterations. Then the step-size that
yields the lowest error within 25 seconds is used. The time/accuracy pair at every 2000
iterations is recorded. For RLA, we choose s from a wide range of values and record
the corresponding time/accuracy pairs. The results on the two datasets are presented in
Figure 11 and Figure 12, respectively.

As we can see in Figure 11 and Figure 12, in our algorithm pwSGD, a faster conver-
gence comes with the additional cost of preconditioning. For example, the preconditioning
phase of PwSGD takes approximately 3 seconds. Nevertheless, with a faster convergence
rate in a well-conditioned basis, PWSGD-full still outperforms other methods in converg-
ing to a higher-precision solution at a given time span. As pwSGD-diag balances con-
vergence rate and computational cost, it outperforms pwSGD-full at the early stage and
yields comparable results to AdaGrad. As expected, due to the poor conditioning, SGD,
weighted-RK and pwSGD suffer from slow convergence rates. As for RLA methods, they
have the same first step as in PwSGD, i.e., preconditioning and constructing the sampling
distribution. For ¢; regression, to obtain a fairly high-precision solution, the sampling size
has to be fairly large, which might drastically increase the computation time for solving
the sampled subproblem. This explains the advantage of PWSGD-full over RLA methods
in Figure 11. It is worth mentioning that, although for ¢, regression our theory provides
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relative error bound on the solution vector measured in the prediction norm, here we also
see that PWSGD-full and rwSGD-diag display promising performance in approximating
the solution vector measured in ¢, norm.

We also notice that on Buzz (Figure 12) , all the methods except for PwSGD-full and
rwSGD-diag have a hard time converging to a solution with low solution error. This is
due to the fact that Buzz has a high condition number. The advantage of applying a
preconditioner is manifested.

Finally, notice that RLA uses a high performance direct solver to solve the medium-
size subsampled problem for ¢, regression. In this case PWSGD methods do not show
significant advantages over RLA in terms of speed. For this reason we have not included
RLA results in Figure 11a and Figure 11b. Nevertheless, PWSGD methods may still be
favorable over RLA in terms of speed and feasibility when the size of the dataset becomes
increasingly larger, e.g., 107 by 500.
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Figure 11: Time-accuracy tradeoffs of several algorithms including PwSGD with three different
choices of preconditioners on year dataset. Both {1 and ¢, regressions are tested and
the relative error on both the objective value, i.e., |f(£) — f(x*)|/f(x*), and the solution
vector, i.e., ||[£ — x*||3/||x*||3, are measured.
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Figure 12: Time-accuracy tradeoffs of several algorithms including PwSGD with three different
choices of preconditioners on buzz dataset. Both ¢; and ¢, regressions are tested and
the relative error on both the objective value, i.e., |f(£) — f(x*)|/f(x*), and the solution
vector, i.e., || — x*[|3/||x*||3, are measured.

4.3.3 Experiments with sparse {5 regression

Finally, we evaluate our algorithm on a constrained problem—sparse ¢, regression, which
is a special case of (4.1). The problem formulation is as follows. Given a matrix A € R"*¢
and a vector b € R", we want to solve the constrained problem

min_|[Ax —b|, (49)

l[xllh<R

where R controls the size of the ¢1-ball constraint.

When using PwSGD, according to (4.8) in Algorithm o, at each iteration, a sparse ¢,
regression problem with size d by d needs to be solved. Here, to use the samples more
efficiently, we use a mini-batch version of PwSGD. That is, in Step 8-10 of Algorithm o,
rather than picking only one row from A to compute the noisy gradient, we select m rows
and average the scaled version of them. Doing this allows us to reduce the variance of the
noisy gradient. In our experiments, we set m = 200.

In this task, the observation model is generated in the following manner. b = Ax* +r
where A € R" 4 has independent standard normal entries, x* has s nonzero entries
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and noise vector r € R" has independent standard normal entries. We evaluate both the
optimization error || — x'%||; and statistical error ||£ — x*||» of PWSGD-full with several
choices of stepsize 77 where x'° the optimal solution of problem (4.9). By [HTW15], the
least-squares error of x5 is ||x% — x*||, ~ \/slog(ed/s)/n. The statistical error can be
bounded using triangle inequality as shown below,

1 = x|z < |2 = x5l + (2" — 2" |2.

Therefore, the statistical error ||# — x*||» is dominated by the least-squares error ||x-° —
x*||2 when the optimization error ||£ — xL5||, is small.

In Figure 13, we show the results on a data instance with n = 1e4, d = 400 and s = 30.

Here R is set to be R = ||x*||; for the experimental purpose. First, we briefly describe
the effect of stepsize . When a constant stepsize is used, typically, a smaller # allows

the algorithm to converge to a more accurate solution with a slower convergence rate.

This is verified by Figure 13a in which the performance of PwSGD-full with larger #’s
saturates earlier at a coarser level while #7 = 0.001 allows the algorithm to achieve a finer
solution. Nevertheless, as discussed above, the statical error is typically dominated by the
least-squares error. For our choice of (1,d,s), one can show that the least-squares error
|xE5 — x*||3 ~ 0.01. Therefore, the statistical error shown in Figure 13b is around 0.01
when the optimization error is small enough.
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Figure 13: Performance of PwSGD-full on a synthetic sparse ¢, regression problem with difference
choices of stepsize 7. Both optimization error and statistical error are shown.

4.4 CONNECTION WITH CORESET METHODS

After viewing RLA and SGD from the stochastic optimization perspective and using that
to develop our main algorithm, a natural question arises: can we do this for other types
of problems? To do so, we need to define “leverage scores” for them, since they play a
crucial role in this stochastic framework. Here, we first describe the coreset framework of
Feldman and Langberg [FL11]. Then we show that—on ¢, regression problems—two key
notions (leverage scores from RLA and sensitivities from coresets) correspond. Finally we
will show what amounts to a negative result (i.e., a lower bound) for other problems. Note
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4.4 CONNECTION WITH CORESET METHODS

here, in this section, we work on constrained /¢, regression (4.1) with p € [1,00) and we

use A to denote the augmented linear system ( A b).

4.4.1  Short summary of coreset methods

In [FL11], the authors propose a framework for computing a coreset of F to a given
optimization problem of the form

cost(F,x) = ;rg)r{l Y flx),
fer

where F is a set of functions from a set X’ to [0, c0). By Lemma 4.1, it is not hard to see,
the £, regression problem (4.1) can be written as

—

where fi(x) = [A; x|V and C = {x € R4*1|x;,q1 = —1}, in which case one can define a
set of functions F = {f;} ;.

Central to the coreset method of [FL11] is the following notion of sensitivity, which is
used to construct importance sampling probabilities, as shown in Algorithm 10, and the
dimension of the given class of function, which is based as Definition 6.1 in [FL11]. They
are defined below.

Definition 4.5. Given a set of function F = {f;}!' |, the sensitivity m(f) of each function

is defined as m(f) = |sup, .7 - %j + 1, and the total sensitivity M(F) of the set of

functions is defined as M(F) = L¢cx m(f).

Definition 4.6. The dimension of F is defined as the smallest integer d such that for any G C F,
|{Range(G, x,7) | x € X,r > 0}| <|G|%,

where Range(G, x,r) = {g € G| g(x) <r}.

The algorithm proposed in [FL11] is summarized in Algorithm 10 below, and the corre-
sponding result of quality of approximation is presented in Theorem 4.7.

Theorem 4.7. Given a set of functions F from X to [0, c0], if s > M(dim(}*’) + log (%) ),

€

then with probability at least 1 — 6, Algorithm 10 returns an e-coreset for F. That is,

1-e) ) fx)< ) flx)<(1+e) ) fv),

feF feD feFr
where F' = {f/s(f) | f € F} is a rescaled version of F.
4.4.2 Connections between RLA and coreset methods

In the following, we present two results on the connection between RLA with algorithmic
leveraging, i.e., with sampling based on exact or approximate leverage scores, and coreset
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Algorithm 10 Compute e-coreset

: Input: A class of functions F, sampling size s.
: Output: An e-coreset to F.
: Initialize D as an empty set.
: Compute the sensitivity m(f) for each function f € F.
M(F) — Tyepm(f).
for f € F do
— m(f)

Compute probabilities p(f) M)

DU A RN R

: end for

:fori=1,...,sdo

100 Pick f from F with probability p(f).
w Add f/(s-p(f)) to D.

12: end for

13: Return D.

© ®

methods. These results originally appeared in [VX12]. We include them here and give
different proofs.

The first result shows that the sensitivities are upper bounded by a constant factor times
the /), leverage scores. With this connection between leverage scores and sensitivities, it is
not hard to see that applying Algorithm 10 to £, regression is exactly the same as applying
RLA sampling algorithm described in Theorem 2.22 and Section 2.4.1.1.

Proposition 4.8. Given A € R"™ 1), Jet f(x) = |A(iyx|P, for i € [n]. Let A; be the i-th
leverage score of A. Then, the i-th sensitivity satisfies

m(fi) < npPAi+1
for i € [n], and the total sensitivity satisfies
M(F) < n((ap)? +1).

The second result is that, for the /), regression problem, the dimension of the class of
functions dim(F”) is the same as the dimension of the subspace being considered, which is
O(d). To be more specific, since all the f € F here are of the form f(x) = |a”x|? for some
vector a € IRY, we consider a broader class of functions, namely A = {|a”x|? | a € R%},
and compute its dimension.

Proposition 4.9. Let A = {|aTx|P | a € R?}. We have
dim(A) <d+1.

With these results, in combine with Theorem 4.7, we can see that to compute a coreset

D, which leads to a ( %fi)—approximate solution the /,, regression using coreset method

of [FL11], the required sampling complexity is the same (up to constants) as that of RLA
sampling algorithm, as indicated by Theorem 2.22.
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4.4.3 Limitation of our approach

From the above, we see that for £, regression, a small coreset exists whose size only de-
pends on d, and by solving it we can get a (1 + €)-approximation solution. This results in
the same sampling algorithm as in RLA. Also, the sensitivities defined in the framework
can be used as a distribution when one converts a deterministic problem into a stochastic
optimization problem. We want to see whether we can extend this scheme to other prob-
lems. Indeed, beyond ¢, regression, the coreset methods work for any kind of convex loss
function [FL11]. However, since it depends on the total sensitivity, the size of the coreset
is not necessarily small. For RLA, this translates into requiring a very large sample size to
construct a good subproblem. For example, for hinge loss, we have the following example
showing that the size of the coreset has an exponential dependency on d.

Proposition 4.10. Define f;(x) = f(x,a;) = (xTa;)", where x,a; € R? for i € [n]. There exists

a set of vectors {a;}1_, such that the total sensitivity of F = {f;}_, is approximately 2°,

This result indicates that new ideas will be needed to extend RLA preconditioning ideas
to weighted SGD algorithms for other types of convex optimization problems. This should
not be surprising, because RLA methods have been developed for randomized linear alge-
bra problems, but it suggests several directions for follow-up work.
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SUB-SAMPLED NEWTON METHODS WITH NON-UNIFORM
SAMPLING

Consider the optimization problem

min F(w) == ) fi(w) + R(w), (51)
i=1

where f;(w), R(w) are smooth functions and C C R? is a convex constraint set. Many
machine learning and scientific computing problems involve finding an approximation
of the minimizer of (5.1) to high precision. For example, consider any machine learning
application where each f; is a loss function corresponding to the i-th data point and F is
the empirical risk. The goal of solving (5.1) is to obtain a solution with small generalization
error, i.e., high predictive accuracy on “unseen” data. One can show that the generaliza-
tion error of the empirical risk minimizer is to within O(1/+/n) additive error of that
of the true population risk minimizer; e.g., see [BEo2; CBCGo4]. The generalization error
then depends on the sum of the optimization error of the empirical risk minimization
problem and O(1/+/n). As a result, in the large-scale regime that we consider where
there are many data points available, i.e., n > 1, obtaining a solution to (5.1) to high
precision would indeed guarantee a low generalization error. A second example is that
in many problems in which the optimization variable w contains specific meanings, a
high-precision solution to (5.1) is necessary for interpreting the results. Examples of such
settings arise frequently in machine learning such as sparse least-squares [Tibg6], general-
ized linear models (GLMs) [FHTo1], and metric learning problems [Kul13] among many
more modern large-scale problems.

In this chapter, we describe a class of randomized Newton-type algorithms that exploit
non-uniform sub-sampling of {V2f;(w)}"_, as well as inexact updates to reduce the com-
putational complexity. We show that these techniques drastically drive down the complex-
ity of Newton’s method while maintaining a fast convergence rate. We also demonstrate
that these algorithms are more robust to the ill-conditioning of the problem both theoret-
ically and empirically. In Section 5.1, we provide background on Newton’s method. We
formally state our main algorithm in Section 5.2. The convergence rate results are pre-
sented in Section 5.3 and empirical results are shown in Section 5.4. The material in this
chapter appears in Xu et al. [Xu+16].

5.1 BACKGROUND ON NEWTON’'S METHOD

There is a plethora of first-order optimization algorithms [Bub14; NWo6] for solving (5.1).
However, for ill-conditioned problems, it is often the case that first-order methods return
a solution far from the minimizer, w*, albeit a low objective value. (See Figure 15 in
Section 5.4 for example.) On the other hand, most second-order algorithms prove to be
more robust to such ill conditioning. This is because, using the curvature information,
second-order methods properly rescale the gradient such that it is a more appropriate
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direction to follow. For example, take the canonical second-order method, i.e., Newton’s
method, which in the unconstrained case has updates of the form

wip1 = wy — [H(we)] " g(wy), (5.2)

where ¢(w;) and H(w;) denote the gradient and Hessian of F at w;, respectively. Classical
results indicate that under certain assumptions, Newton’s method can achieve a locally
superlinear convergence rate, which can be shown to be problem independent! Nevertheless,
the cost of forming and inverting the Hessian is a major drawback in using Newton's
method in practice.

In this regard, there has been a long line of work that tries to provide sufficient second-
order information with feasible computations. For example, among the class of quasi-
Newton methods, the BFGS algorithm [NWo6] and its limited memory version [LN89]
are the most celebrated. However, the convergence guarantee of these methods can be
much weaker than Newton’s methods. More recently, authors in [PW15; EM15; RKM16a]
considered using sketching and sampling techniques to construct an approximate Hessian
matrix and using it in the update rule (5.2). They showed that such algorithms inherit a
local linear-quadratic convergence rate with a substantial computational gain.

Here, we propose novel, robust and highly efficient non-uniformly sub-sampled New-
ton methods (SSN) for a large sub-class of problem (5.1), where the Hessian of F(w) in (5.1)
can be written as ;

H(w) = 3, Al () Ai(w) + Q(w), (5:3)

i=1
where A;(w) € Rkixd § = 1,2,...,n, are readily available and Q(w) is some positive
semidefinite matrix. This situation arises very frequently in applications such as machine
learning. For example, take any problem where f;(w) = ¢(x]w), £(-) is any convex loss
function and x;’s are data points, and R(w) = %||w]||%. In such situations, A;(w) is simply

/" (xTw)xl and Q(w) = AL

First, we choose a sampling scheme S that constructs an appropriate non-uniform sam-
pling distribution {p;}!_; over {A;(w)}!_, and samples s terms from {A;(w)}/_;. The
approximate Hessian constructed as H(w;) = Yjer Al (w)Ai(wt)/pi + Q(wy), where T
denotes the set of sub-sampled indices, is then used to update the current iterate as

w1 = wr — [H(we)] " g(wr). (5-4)

Second, when the dimension of the problem, i.e., d, is so large that solving the above
linear system, i.e., (5.4), becomes infeasible, we consider solving (5.4) inexactly by using
an iterative solver A, e.g., Conjugate Gradient or Stochastic Gradient Descent, with a few
iterations such that a high-quality approximate solution can be produced with a lower
complexity. Such inexact updates used in many second-order optimization algorithms
have been well studied in [Byr+11; DES82].

5.2 MAIN ALGORITHM
5.2.1 Notation and assumptions

Given a function F, the gradient, the exact Hessian and the approximate Hessian are
denoted by g, H, and H, respectively. Iteration counter is denoted by subscript, e.g., w;.
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By a matrix A having n blocks, we mean that A has a block structure and can be viewed
T
as A = (AlT . Az) , for appropriate size blocks A;.

Definition 5.1 (Tangent cone). Let K be the tangent cone of constraints C at the optimum w*,
ie, K ={A | w* +tA € C for some t > 0}.

Definition 5.2 (K-restricted maximum and minimum eigenvalues). Given a symmetric ma-
trix A and a cone K, we define the KC-restricted maximum and minimum eigenvalues as

xT Ax K xT Ax
A) = .
max(A) (X T

AL (A) = i
mn(4) = 20

Definition 5.3 (Stable rank). Given a matrix A € RN, the stable rank of A is defined as

Al
s(A) =z

Throughout this chapter, we use the following assumptions regarding the properties of
the problem.

Assumption 1 (Lipschitz continuity). F(w) is convex and twice differentiable. The Hessian is
L-Lipschitz continuous, i.e.

|V2F(u) — V?F(v)|| < L|u—ov|, Yu,veC.
Assumption 2 (Local regularity). F(x) is locally strongly convex and smooth, i.e.,

=AM (V2F(w*)) >0, v=AK_(V2F(w*)) < co.

min
Here we define the local condition number of the problem as x := v/ .

Assumption 3 (Hessian decomposition). For each f;(w) in (5.1), define V2 f;(w) := H;(w) =
AT (w)A;(w). For simplicity, we assume ky = - - = ky, = k and k is independent of d. Further-
more, we assume that given w, computing A;(w), H;(w), and g(w) takes O(d), O(d?), and

T
O(nnz(A)) time, respectively. We call the matrix A(w) = (AlT,_,,,AZ) e R™*4 the aug-
mented matrix of { A;(w)}. Note that H(w) = A(w)T A(w) + Q(w).

Finally, for simplicity, we also assume that n > d®logd.

5.2.2  Algorithm description

Our proposed SSN method with non-uniform sampling is given in Algorithm 11. The
core of our algorithm is based on a sampling scheme & that, at every iteration, con-
structs a non-uniform sampling distribution {p;}! ; over {A;(w:)}! ; and then sam-
ples from {A;(w)}", to form the approximate Hessian, H(w;). The sampling sizes s
needed for different sampling distributions are discussed in Sections 5.3.2 and 5.3.3. Since
H(w) = Yy AT (w)A;(w) + Q(w), the Hessian approximation boils down to a matrix ap-
proximation problem. Here, we generalize the two popular non-uniform sampling strate-
gies, i.e., leverage score sampling and block norm squares sampling, which are commonly
used in the field of randomized linear algebra, particularly for matrix approximation
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problems [HI15; Mah11]. With an approximate Hessian constructed via non-uniform sam-
pling, we may choose an appropriate solver A to solve the subproblem in Step 11 of
Algorithm 11. Below we elaborate on the construction of the two non-uniform sampling
schemes. Indeed, the sampling distribution is defined based on the matrix representation
of {H;(w;)}! ; — its augmented matrix defined as follows.

Definition 5.4 (Augmented matrix). Define the augmented matrix of { H;(w;)}!_; as

A(w) = (AlT AZ)T c RFnxd

For the ease of presentation, throughout the rest of this section and next section, we use
A and Q to denote A(w) and Q(w), respectively, as long as it is clear in the text.

Algorithm 11 Sub-sampled Newton method(SSN) with non-uniform sampling

1: Input: Initialization point wp, number of iteration T, sampling scheme S and solver
A.

2: Output: wt

3: fort =0,...,T—1do

4 Construct the non-uniform sampling distribution {p;}" ; as described in Sec-

tion 5.2.2.
5: fori=1,...,ndo
6: g; = min{s - p;, 1}, where s is the sampling size.
~ A;(wy)/+/g;, with probability g;,
7 Ai(wt) — l( l‘) \/‘Tz P Y 4i
0, with probability 1 — g;.

8: end for B B

o H(wy) = Ty Al (wi) Aj(we) + Q(wy).

0o Compute g(wy)

11:  Use solver A to solve inexactly the subproblem

Wi ~ argmind 5 (@ — w), Alw) (@ - w) + g, 0 -} 63)

12: end for
13: Return wr.

BLOCK NORM SQUARES SAMPLING The first option is to construct a sampling distri-
bution based on the magnitude of A;. That is, define
2
P — lAillE . _
[ 27 — s
1Al

., n. (5-6)

This is an extension to the row norm squares sampling in which the intuition is to capture
the importance of the blocks based on the “magnitudes” of the sub-Hessians.

BLOCK PARTIAL LEVERAGE SCORES SAMPLING The second option is to construct a
sampling distribution based on leverage scores (Definition 2.1). Compared to the tradi-
tional matrix approximation problem, this problem has two major difficulties. First, here
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blocks are being sampled, not single rows. Second, the matrix being approximated in-
volves not only A but also Q.

To address the first difficulty, we follow the work by Carli Silva, Harvey, and Sato
[CSHS11] in which a sparse sum of semidefinite matrices is found by sampling based
on the trace of each semidefinite matrix after a proper transformation. By expressing
ATA =Y | AT A;, one can show that their approach is essentially sampling based on the
sum of leverage scores that correspond to each block. For the second difficulty, inspired by
the recently proposed ridge leverage scores [EAM15; CMMi5], we consider the leverage

scores of a matrix that concatenates A and Q%. Combining these motivates us to define a
new notion of leverage scores, block partial leverage scores, which is defined formally as
follows.

Definition 5.5 (Block partial leverage scores). Given a matrix A € RF"*4 with n blocks and
a matrix Q € R satisfying Q = 0, let {‘q}fﬁ“d be the leverage scores of the matrix (5% )

Define the block partial leverage score for the i-th block as

ki
TiQ(A) = ) T
j=k(i—1)+1
Then the sampling distribution is defined as
T 7 Y AR RN .
=1 T]'Q(A)

Remark. When each block of A has only one row and Q = 0, the partial block leverage
scores are equivalent to the ordinary leverage scores.

5.3 THEORETICAL RESULTS

In this section we provide detailed theoretical analysis to describe the complexity of our
algorithm.” Different choices of sampling scheme S and the subproblem solver A lead
to different complexities in SSN. More precisely, total complexity is characterized by the
following four factors: (i) total number of iterations T determined by the convergence rate,
which is affected by the choice of S and A; (ii) the time t,,, it takes to compute the full
gradient g(wy) (Step 10 in Algorithm 11); (iii) the time feons¢ to construct the sampling
distribution {p;}" ; and sample s terms at each iteration (Steps 4-8 in Algorithm 11),
which is determined by S; and (iv) the time t,,, needed to (implicitly) form H and
(inexactly) solve the subproblem at each iteration (Steps 9 and 11 in Algorithm 11), which
is affected by the choice of both S (manifested in the sampling size s) and .A. With these,
the total complexity can be expressed as

T- (tgmd + teonst + tsolve)- (5.8)

We only focus on local convergence guarantees for Algorithm 11. To ensure global convergence, one can incor-
porate an existing globally convergent method, e.g. [RKM16b], as initial phase and switch to Algorithm 11 once
the iterate is “close enough” to the optimum; see Lemma 5.6.
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Below we study these contributing factors. Lemma 5.6 in Section 5.3.1 gives a general
structural lemma that characterizes the convergence rates which determines T. In Sec-
tions 5.3.2 and 5.3.3, Lemmas 5.7 and 5.9 discuss fcust for the two sampling schemes
respectively, while Lemmas 5.8 and 5.10 give the required sampling size s for the two
sampling schemes respectively, which directly affects ty,,.. Furthermore, ¢4, is affected
by the choice of solver, as discussed in Section 5.3.4. Finally, the complexity results are
summarized in Section 5.3.5 and a comparison with other methods is provided in Sec-
tion 5.3.6. The proofs of all the results can be found in Appendix C.

5.3.1 Sufficient conditions for local linear-quadratic convergence

Before diving into details of the complexity analysis, we state a structural lemma that char-
acterizes the local convergence rate of our main algorithm, i.e., Algorithm 11. As discussed
earlier, there are two layers of approximation in Algorithm 11: approximation of the Hes-
sian by sub-sampling, and inexactness of solving (5.5). For the first layer, we require the
approximate Hessian to satisfy one of the following two conditions (in Sections 5.3.2 and
5.3.3 we shall see our construction of approximate Hessian via non-uniform sampling can
achieve these conditions with a sampling size independent of n):

1H (wr) = H(w)|| < € |[H(w)]l, (Co

or

T (F(wr) — H(we))y| < e /xTH(we)x - \/yTH(w)y, Ya,y € K. (C2)

Note that (C1) and (Cz) are two commonly seen guarantees for matrix approximation
problems. In particular, (C2) is stronger in the sense that the spectrum of the approximated
matrix H(wy) is well preserved. Below in Lemma 5.6, we see such a stronger condition
ensures a better dependence on the condition number in terms of the convergence rate.
For the second layer of approximation, we require the solver to produce an ep-approximate
solution w; satisfying

i1 —wi || < eo - [[wr —wiyql, (5.9)

where wy ; is the exact optimal solution to (5.5). Note that (5.9) implies an ep-relative
error approximation to the exact update direction, i.e., |[v — v*| < €o||v*||, where v =
Wiy — Wy, VF = w;‘H — Wy.

Remark 8. When the problem is unconstrained, i.e., C = R4, solving the subproblem (5.5) is
equivalent to solving
Hﬂ) = —VF(ZUt)

Then requirement (5.9) is equivalent to finding an approximation solution v such that
[l =™ < eof[o"]-

Lemma 5.6 (Structural result). Let {wt}iT:1 be the sequence generated based on update rule (5.5)
with initial point wy satisfying |[wo — w*|| < Jr. Under Assumptions 1 and 2, if condition (C1)
or (C2) is met, we have the following results.
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o If the subproblem is solved exactly, then the solution error satisfies the recursion
g1 = w0 < Cq - [l — w* | + G - flwr — w"]|, (5.10)
where C, and Cj are specified in (5.12) or (5.13) below.

o If the subproblem is solved approximately and w;,q satisfies (5.9), then the solution error
satisfies the recursion

o1 — w* || < (1+ €0)Cq - [l — w*[|* + (€0 + (1 +€0)C) - wr — ™, (5.11)
where Cyq and C; are specified in (5.12) or (5.13) below.
Specifically, given any € € (0,1/2),

o If the approximate Hessian Hy satisfies (C1), then in (5.10) and (5.11),

2L 4ex
= (1 —2ex)u’ C= 1—2ex’ (5:12)
o If the approximate Hessian Hy satisfies (C2), then in (5.10) and (5.11),
2L 3e
G = mr G = 1= eﬁ' (5.13)

We remark that Lemma 5.6 is applicable to F(w¢) and H; of any form. In our case,
specifically, since V2F(w;) = ATA+ Q and H; = ATSTSA + Q, where S is the resulting
sampling matrix, (C1) is equivalent to

I(ATSTSA+Q) — (ATA+ Q)| <elATA+Q), (514)
and due to Lemma C.2 in Appendix C, (Cz2) is equivalent to
—e(ATA+Q) < (ATSTSA+Q) — (ATA+Q) < e(ATA+ Q). (5.15)

From this it is not hard to see that (Cz) is strictly stronger than (Cx1). Also, in this case the
Hessian approximation problem boils down to a matrix approximation problem. That is,
given A and Q, we want to construct a sampling matrix S efficiently such that the matrix
ATA + Q is well preserved. As we mentioned, leverage scores sampling and block norm
squares sampling are two popular ways for this task. In the next two subsections we focus
on the theoretical properties of these two schemes.

5.3.2  Results for block partial leverage scores sampling

5.3.2.1 Construction

Since the block partial leverage scores are defined as the standard leverage scores of some
matrix, we can make use of the fast approximation algorithm for standard leverage scores
introduced in Section 2.3.2.3. Specifically, apply a variant of the algorithm in [Dri+12]
by using the sparse subspace embedding [CW13a; Coh16] as the underlying sketching
method to further speed up the computation.
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Theorem 5.7. Given w, under Assumption 3, with high probability, it takes teonst = O(nnz(A)logn)
time to construct a set of approximate leverage scores {fiQ (A)}1, that satisfy TiQ (A) < fiQ (A) <

B- Tl-Q(A) where {7;}_, are the block partial leverage scores of H(w) = Y1 Hj(w) + Q(w),
where A is the augmented matrix of {H;(w)}"_,, and p is a constant.

5.3.2.2  Sampling size

The following theorem indicates that if we sample the blocks of A based on block partial
leverage scores with large enough sampling size, (5.15) holds with high probability.

Theorem 5.8. Given A with n blocks, Q = 0and € € (0,1), let {TZ-Q(A) i, be its block partial

leverage scores and {fl.Q(A)}?:1 be their overestimates, i.e., %Z.Q(A) > TiQ(A),i =1,---,n Let
o)
pi = %. Construct SA by sampling the i-th block of A with probability q; = min{s - p;, 1}
=17

and rescaling it by 1//q;. Then if

L 4d 1
s>4 <Z TP(A)) -logj 2 (5.16)

with probability at least 1 — 0, (5.15) holds, and thus (Cz) holds.

Remark 9. When {TZ.Q(A)}?:1 are the exact scores, since y 1, T.Q(A) < Zfi J{d 7;(A) = d with

1

A= ( Al ) , the above theorem indicates that less than O(dlogd/ 62) blocks are needed for (5.15)

Q2

to hold.

5.3.3 Results for block norm squares sampling

5.3.3.1 Construction

To sample based on block norm squares, one must first compute the Frobenius norm of
every block in the augmented matrix A. This requires O(nnz(A)) time.

Theorem 5.9. Given w, under Assumption 3, it takes teonst = O(nnz(A)) time to construct
a block norm squares sampling distribution for H(w) = Y. ; Hi(w) + Q(w), where A is the
augmented matrix of { H;(w)}7' ;.

5.3.3.2 Sampling size

The following theorem [HI15] show the approximation error bound for the Gram matrix.
Here we extend it to our augmented matrix setting as follows.

Theorem 5.10 ([HI15]). Given A with n blocks, Q = 0 and € € (0,1), fori = 1,...,n, let

ri = ||Ail%. Let p; = Z}’Z e Construct SA by sampling the i-th block of A with probability

q; = min{s - p;, 1} and rescaling it by 1/ /q;. Then if

s > 4sr(A) - log w : é, (5.17)

with probability at least 1 — 0, (5.14) holds, and thus (Cx).
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Table 12: Comparison of different solvers for the subproblem. Here & = A (H;)/AX. (H).

SOLVER A ‘ T(ARY,s,d) € ‘ REFERENCE
direct O(sd?) 0 [GVLo6]
CG O(sd/%¢log(1/¢€)) Ve [GVLo6]
GD O(sdit¢log(1/€)) € [Nes13, Theorem 2.1.15]
ACDM O(sst(SA)V&ilog(1/€))  /&ee [LS13]

5.3.4 The choice of solver

Here we discuss the effect of the choice of the solver A in Algorithm 11. Specifically, after
an approximate Hessian H; is constructed in Algorithm 11, we look at how various solvers
affect tsyppe in (5.8). Since the approximate Hessian H; is of the form ATSTSA + Q with
SA € R®*¥, the complexity for solving the subproblem (5.5) essentially depends on s and
d. Given SA and Q, for ease of notation, we use

Esolve = T(-A/ Cs, d)

to denote the time it needs to solve the subproblem (5.5) using solver A.

For example, when the problem is unconstrained, i.e., C = RY, subproblem (5.5) re-
duces to a linear regression problem with size s by d and direct solver costs O(sd?). Al-
ternatively, one can use an iterative solver such as Conjugate Gradient (CG) to obtain an
approximate solution. In this case, the complexity for solving the subproblem becomes
O(sd\/ﬁ(logel—o +log#;)) to produce an €y solution to (5.5), where &; is the condition
number of the problem. We see that CG is advantageous when the low dimension d is
large and the linear system is fairly well-conditioned.

There are also many solvers that are suitable. In Table 12, we give a few examples
for the unconstrained case (C = R?) by summarizing the complexity and the resulting
approximation quality € in (5.9).

5.3.5 Complexities

Again, recall that in (5.8) the complexity of the sub-sampled Newton methods can be
expressed as T - (fonst + torad + tsolve)- Combining the results from the previous few sub-
sections, we have the following lemma characterizing the total complexity.

Theorem 5.11. For Algorithm 11 with sampling scheme S and solver A, the total complexity is
T- (tconst + T(.A, C,s, d)),

and the solution error is specified in Lemma 5.6. In the above, tcoust is specified in Theorem 5.7
and Theorem 5.9 and s is specified in Theorem 5.8 and Theorem 5.10 depending on the choice of S;
T(A,C,s,d) is discussed in Section 5.3.4.

Indeed, Lemma 5.6 implies that the sub-sampled Newton method inherits a local con-
stant linear convergence rate. This can be shown by choosing specific values for € and ey
in Lemma 5.6. The results are presented in the following corollary.

Corollary 5.12. Suppose C = RY. In Algorithm 11, assume that CG is used to solve subprob-
lem (5.5). Then under Assumption 3,
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* if block partial leverage scores sampling is used, the complexity per iteration in the local
phase is
O(nnz(A)logn 4 d*k>/?); (5.18)

* if block norm squares sampling is used, the complexity per iteration in the local phase is

O(nnz(A) + sr(A)di®'?) (5-19)

and the solution error satisfies
[wi 1 —w*|| < p-Jwr — w7, (5-20)

where p € (0,1) is a constant.?

5.3.6 Comparisons

5.3.6.1 Comparison between different sampling schemes

As discussed above, the sampling scheme S plays a crucial role in sub-sampled Newton
methods. Here, we compare the two proposed non-uniform sampling schemes, namely,
block partial leverage scores sampling and block norm squares sampling, with uniform
sampling. SSN with uniform sampling was discussed in [RKM16a]. For completeness, we
state the sampling size bound for uniform sampling. Note that this upper bound for s is
tighter than in the original analysis [RKM16a].

Theorem 5.13. Given A with n blocks, Q = 0and € € (0,1), construct SA by uniform sampling
s blocks from A and rescaling it by v/n/s. Then if
cmax; | Ail? |, d

1
s > 4n W log 5 @ (5.21)

with probability at least 1 — 0, (5.14) holds, and thus (Cx1) holds.

This result allows us to compare the three sampling schemes in terms of the three main
complexities, i.e., tconst, tsorve and T (manifested in C; and C;), as shown in Table 13. Note
here, to evaluate the effect of the sampling scheme S only, we assume a direct solver is
used for subproblem (5.5) because in this case ty,;, is directly controlled by the sampling
size s, independent of the solver .A. Also, for simplicity, we assume that C = R¥. The
analysis is similar for general cases. In Table 13, C; and C; are defined based on two
problem properties x and &:

fk=L/u, x=v/u, (5.22)

where constants L, i, v are defined in Assumptions 1 and 2. Also, throughout this subsec-
tion, for randomized algorithms we choose parameters such that the failure probability is
a constant.

As can be seen in Table 13, the greatest advantage of uniform sampling scheme comes
from its simplicity of construction. On the other hand, as discussed in Sections 5.3.2.1 and
5.3.3.1, it takes nearly input-sparsity time to construct the leverage scores sampling distri-
bution or the block norm squares sampling distribution. When it comes to the sampling
size s for achieving (5.14) or (5.15), as suggested in (5.21), the one for uniform sampling

2 Here, O(-) hides logarithmic factors of d, x and 1/4.
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Table 13: Comparison between standard Newton’s method and sub-sampled Newton methods
(SSN) with different sampling schemes. In the above, C; and C; are the constants achieved
in (5.10); k and & are defined in (5.22); A € RO >4 js the augmented matrix in the current
iteration (Definition 5.4) that satisfies ATA = Y" | H;(w;); st(A) is the stable rank of A
satisfying sr(A) < d; nnz(A) denote the number of non-zero elements in A. Note here, to
remove the effect of solver A, we assume the subproblem (5.4) is solved exactly. Also, we
assume the problem is unconstrained (C = R?) so that tyy,, = sd2.

NAME ‘ teonst ‘ tsorpe = SA2 ‘ Cq C

Newton’s method 0 O(ndz) 7 0
SSN (leverage scores) O(nnz(A)logn) | O((L;T; Q(A)d?/e?) £ %
SSN (block norm squares) O(nnz(A)) O(s ( )dz/e ) e
SSN (uniform) 0(1) @] ( d? ma)‘(" lHA il /€ ) e

can become ()(n) when A is very non-uniform, i.e., max; |[|A;|| = ||A]|. It can be shown
that for a given €, block norm squares sampling requires the smallest sampling size, which
leads to the smallest value of t,;,, in Table 13.

It is worth pointing that, although either (5.14) or (5.15) is sufficient to yield a local
linear-quadratic convergence rate, as (5.15) is essentially a stronger condition, it has better
constants, i.e., C; and C;. This fact is reflected in Table 13. The constants C; and C; for
leverage scores sampling have a better dependence on the local condition number x than
the other two schemes because leverage scores sampling yields a sampling matrix that
satisfies the spectral approximation guarantee (5.15). In fact, this difference can dramati-
cally affect the performance of the algorithm on ill-conditioned problems. This is verified
by numerical experiments; see Figure 14 in Section 5.4 for details.

5.3.6.2  Comparison between various methods

Next, we compare our main algorithm with other stochastic second-order methods includ-
ing [RKM16a; ABH16]. Since these essentially imply a constant linear convergence rate,
ie.,

lwer —w'[| < p-flwr —w™fl, 0<p<1, (5:23)

we compare the complexity per iteration needed in each algorithm when such a rate (5.23)
is desired. Note here, for ease of comparison, we assume that C = RY, R(w) =0, and CG
is used for solving subproblems in SSN so that the complexities can be easily expressed.
This is the same setting as in [ABH16].3 Analysis for general cases is similar.

Note that the results in the related works are stated in terms of condition numbers
that are defined differently from the local condition number (Assumption 2) used. To be
precise, besides the standard definition, i.e., x, for any w € R4, define

= ) 52
A - max; max(Hz(w))

k) = 3 T Hw) (5-240)
) = D) 5249

3 In [ABH16], the authors also considered the ridge penalty term but they absorb the penalty term into the
summation, which still makes the objective in the form of an average/sum of functions.
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5.4 EMPIRICAL EVALUATION

An immediate relationship between the three condition numbers is x(w) < ®(w) <
%(w). The connections between these condition numbers depend on the properties of
H;(w). Roughly speaking, when all H;(w)’s are “close” to each other, then
/\rlxcmx( ?:1 H,(ZU)) ~ ;’1:1 /\rlgax(Hi(w)) ~ 1 - max; )\r}?‘lax(Hi(w))/ and thus x ~ &. And
similarly, ¥ ~ &. While in many cases, some H;(w)’s can be very different from the rest.
For example, in linear regression, the Hessian is H(w) = AT A, where A is the data matrix
with each row as a data point. When the rows are not very uniform, it can be the case that

x is smaller than & and & by a factor of n.

Table 14: Complexity per iteration of different methods to obtain a problem independent local lin-
ear convergence rate. The quantities x, £, and & are the local condition numbers, defined
in (5.24) at the optimum w?*, satisfying x < & <& A € ROM x4 g the augmented matrix

in the current iteration (Definition 5.4) that satisfies ATA = Y"; H;(w;); st(A) is the sta-

ble rank of A satisfying sr(A) < d; nnz(A) denote the number of non-zero elements in

A. Note here, for ease of comparison, we assume C = RY, R(w) = 0, and CG is used for

solving subproblems in SSN so that the complexities can be easily expressed.

name COMPLEXITY PER ITERATION REFERENCE
Newton-CG method O(nnz(A)/x) [NWo6]

SSN (leverage scores) O(nnz(A)logn + d?x3/?) This work

SSN (block norm squares) O(nnz(A) + sr(A)dx>?) This work

Newton Sketch (SRHT) O(nd(logn)* + d*(log n)*x>/2) [PW15]
SSN (uniform) O(nnz(A) + drx®/'?) [RKM16b]
LiSSA O(nnz(A) + dri?) [ABH16]

Given the notation we defined, we summarize the complexities of different algorithms
in Table 14 including Newton methods with CG solving the subproblem. One immediate
conclusion we can draw is that compared to Newton’s methods, these stochastic second-
order methods trade the coefficient of the leading term O(nd) with some lower order
terms that only depend on d and condition numbers (assuming nnz(A) ~ nd). Therefore,
one should expect these algorithm to perform well when n > d and the problem is fairly
well-conditioned.

Although SSN with non-uniform sampling has a quadratic dependence on d, its depen-
dence on the condition number is better than the other methods. There are two main rea-
sons. First, the total power of the condition number is lower, regardless the versions of the
condition number needed. Second, SSN (leverage scores) and SSN (block norm squares)
only depend on x, which can be significantly lower than the other two definitions of con-
dition number according to the discussion above. Overall, SSN (leverage scores) is more
robust on ill-conditioned problems.

5.4 EMPIRICAL EVALUATION

We consider an estimation problem in GLMs with Gaussian prior. Assume x € R"*4,y €
Y" are the data matrix and response vector. The problem of minimizing the negative
log-likelihood with ridge penalty can be written as

n
min 3" p(xTw, ;) + Aol

weRd i=1

72



5.4 EMPIRICAL EVALUATION

Table 15: Datasets used in ridge logistic regression, where x and & are the local condition numbers
of ridge logistic regression problem with A = 0.01 as defined in (5.24).

DATASET | CT slices ‘ Forest ‘ Adult ‘ Buzz
n 53500 581012 | 32561 59535
385 55 123 78
K 368 221 182 37

47078 322370 | 69359 | 384580

=

where 1 : R x ) — R is a convex cumulant generating function and A > 0 is the ridge
penalty parameter. In this case, the Hessian is H(w) = Y/ ¢ (xIw,y;)xix] + Al :=
xTD?(w)x + AI, where x; is i-th column of x” and D(w) is a diagonal matrix with the
diagonal [D(w)];; = 1/¢" (x]w,y;). The augmented matrix of {A;(w)} can be written as
A(w) = D(w)x € R™?, where A;(w) = [D(w)];x].

For our numerical simulations, we consider a very popular instance of GLMs, namely,
logistic regression, where (1, y) = log(1 + exp(—uy)) and ) = {£1}. Table 15 summa-
rizes the datasets used in our experiments.

We compare the performance of the following five algorithms: (i) Newton: the standard
Newton’s method, (ii) Uniform: SSN with uniform sampling, (iii) PLevSS: SSN with partial
leverage scores sampling, (iv) RNormSS: SSN with block (row) norm squares sampling,
and (v) LBFGS-k: standard L-BFGS method [LN89] with history size k, (vi) GD: Gradient
Descent, (vii) AGD: Accelerated Gradient Descent (AGD) [Nes13]. Note that, despite all
of our effort, we could not compare with methods introduced in [ABH16; EM15] as they
seem to diverge in our experiments. All algorithms are initialized with a zero vector.# We
also use CG to solve the subproblem approximately to within 10~ relative residue error.
In order to compute the relative error ||w; — w*||/||w*||, an estimate of w* is obtained
by running the standard Newton’s method for sufficiently long time. Note here, in SSN
with partial leverage score sampling, we recompute the leverage scores every 10 iterations.
Roughly speaking, these “stale” leverage scores can be viewed as approximate leverage
scores for the current iteration with approximation quality that can be upper bounded
by the change of the Hessian and such quantity is often small in practice. Reusing the
leverage scores allows us to further drive down the running time.

We first investigate the effect of the condition number, controlled by varying A, on the
performance of different methods, and the results are depicted in Figure 14. It can be
seen that in well-conditioned cases, all sampling schemes work equally well. However,
as the condition number gets larger, the performance of uniform sampling deteriorates,
while non-uniform sampling, in particular leverage score sampling, shows a great degree
of robustness to such ill-conditioning effect. The experiments shown in Figure 14 are
consistent with the theoretical results of Table 13.

Next, we compare the performance of various methods as measured by relative-error
of the solution vs. running time. First, we provide a set of empirical comparison between
first-order and second-order methods in Figure 15.5 This is on dataset CT Slice with two
different A’s. As can be seen clearly in Figure 15, SSN with non-uniform sampling not

Theoretically, the suitable initial point for all the algorithms is the one with which the standard Newton’s method
converges with a unit stepsize. Here, wy = 0 happens to be one such good starting point.

For each sub-sampled Newton method, the sampling size is determined by choosing the best value from
{10d,20d,30d, . .., 100d,200d, 3004, . .., 10004} in the sense that the objective value drops to 1/3 of the initial
function value first.
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Figure 14: Ridge logistic regression on Adult with different A’s: (a) local condition number «, (b)
sample size for different SSN methods giving the best overall running time, (c) running
time for different methods to achieve 10~8 relative error.

only drives down the loss function F(w) to an arbitrary precision much more quickly, but
also recovers the minimizer w* to high precision while first-order methods such as Gradi-
ent Descent converge very slowly. More importantly, unlike SSN with uniform sampling
and LBFGS, non-uniform SSN exhibits a better robustness to condition number as its per-
formance doesn’t deteriorate much when the problem becomes more ill-conditioned (by
setting the regularization A smaller in Figures 15c and Figure 15d). This robustness to
condition number allows our approach to excel for a wider range of models.

A more comprehensive comparison among various second-order methods on the four
datasets is presented in Figure 16. It can be seen that, in most cases, SSN with non-uniform
sampling schemes, i.e., PLevSS and RNormSS, outperform the other algorithms, especially
Newton’s method. In particular, they can be as twice fast as Newton’s method. This is
because on datasets with large 1, the computational gain of our sub-sampled Newton
methods in forming the (approximate) Hessian is significant while their convergence rate
is only slightly worse than Newton’s method (not shown here). Moreover, recall that in
Section 5.3.6 we discussed that the convergence rate of SSN with uniform sampling relies
on . When the problem exhibits a high non-uniformity among data points, i.e., & is much
higher than « as shown in Table 15, uniform sampling scheme performs poorly, e.g., in
Figure 16b.
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Figure 15: Iterate relative error vs. time(s) for a ridge logistic regression problem with two choices
of regularization parameter A on a real dataset CT Slice. Various second-order meth-
ods including standard Newton, LBFGS, SSN with uniform sampling (Uniform), par-
tial leverage scores sampling (PLevSS) and row norm squares sampling (RNormSS), as
well as gradient descent (GD) and its accelerated version (AGD) as representatives of

first-order methods are implemented. Here, when A = 1072, k = 386; when A = 1074,
K =1.387 x 10,
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Figure 16: Iterate relative solution error vs. time(s) for various second-order methods on four
datasets with ridge penalty parameter A = 0.01. The values in brackets denote the sample
size used for each method.



Part II

IMPLEMENTATIONS AND APPLICATIONS



IMPLEMENTING RLA REGRESSION ALGORITHMS IN PARALLEL
AND DISTRIBUTED ENVIRONMENTS

As pointed out earlier, one of the greatest advantages of RLA algorithms is that they are
amenable to distributed computing platforms. This property is extremely valuable in the
case where the dataset is too large to fit into the memory of a single machine. In this chap-
ter, we present detailed empirical evaluations of RLA algorithms for large-scale overde-
termined regression and matrix decomposition problems in parallel and distributed en-
vironments with terabyte-sized datasets. These problems are ubiquitous in many fields
to which machine learning and data analysis methods are routinely applied, such as geo-
physical applications and high-frequency trading. We show that these algorithms are well
suited to distributed computing platforms. In particular, we demonstrate that least squares
problems with up to terabyte-sized data can be solved to low, medium, or high precision
on existing distributed systems. For matrix decomposition, in order to assess the relative
performance on various hardware, we consider three contemporary platforms. We report
results on these platforms and their implications on the hardware and software issues
arising in supporting data-centric workloads.

In Sections 6.1 — Section 6.3, we present computational results for ¢, regression, quantile
regression, and CX decomposition with terabyte-sized dataset, respectively. The material
in this chapter appears in Yang, Meng, and Mahoney [YMM16; YMM14] and Gittens et al.
[Git+16a].

6.1 COMPUTATIONAL RESULTS FOR 62 REGRESSION

First, we focus on very overdetermined very large-scale ¢, regression problems. Recall
that the subspace embedding that is a crucial part of RLA algorithms can be data-aware
(i.e., a sampling algorithm) or data-oblivious (i.e., a projection algorithm). Recall also that,
as discussed in Section 2.4.1, after obtaining a subspace embedding matrix, one can obtain
a low-precision solution by solving the resulting subproblem, or one can obtain a high-
precision solution by invoking an iterative solver, e.g.,, LSOR [PS82] for ¢, regression,
with a preconditioner constructed by the embedding. Thus, in this empirical evaluation,
we consider both random sampling and random projection algorithms, and we consider
solving the problem to low-precision, medium-precision, and high-precision on a suite
or data sets chosen to be challenging for different classes of algorithms. We consider a
range of matrices designed to “stress test” all of the variants of the basic algorithms that
we have been describing, and we consider matrices of size ranging up to just over the
terabyte scale.

6.1.1 Experimental setup

In order to illustrate a range of uniformity and non-uniformity properties for both the
leverage scores and the condition number, we considered the following four types of
dataset.

¢ UG (matrices with uniform leverage scores and good condition number);
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6.1 COMPUTATIONAL RESULTS FOR 52 REGRESSION

Table 16: Commands (presented in MATLAB format) used to generate matrices with uniform lever-
age scores, i.e., the UG and UB matrices. Here, kappa is a parameter used to determine the
condition number of the generated matrix.

= orth(randn(m,n));

= diag(linspace(1,1/kappa,n));
= orth(randn(n,n));

UxS*V';

= randn(n,1);

= AxX;

rr = randn(m,1);

= b+0.25xnorm(b)*err/norm(err);

o 0o T X < O0VC
1]

e UB (matrices with uniform leverage scores and bad condition number);
* NG (matrices with non-uniform leverage scores and good condition number);
* NB (matrices with non-uniform leverage scores and bad condition number).

These matrices are generated in the following manner. For matrices with uniform leverage
scores, we used the commands in Table 16. For matrices with non-uniform leverage scores,
we considered matrices with the following structure:

A (ocB R) ,
0 I
where B € R("=d/2)x(d/2) ig 3 random matrix with each element sampled from N (0,1),
I € R@/2)x(d/2) ig the identity matrix, and R € R("=d/2)x(d/2) ig 3 random matrix gener-
ated using le-8 * rand(n-d/2,d/2). In this case, the condition number of A is controlled
by a. It is worth mentioning that the last d/2 rows of the above matrix have leverage
scores exactly 1 and the rest are approximately d/2/(n — d/2). Also, for matrices with
bad condition number, the condition number is approximately 1e6 (meaning 10°); while
for matrices with good condition number, the condition number is approximately 5.

To generate a large-scale matrix that is beyond the capacity of RAM, and to evaluate the
quality of the solution for these larger inputs, we used two methods. First, we replicate
the matrix (and the right-hand side vector, when it is needed to solve regression prob-
lems) REPNUM times, and we “stack” them together vertically. We call this naive way of
stacking matrices as STACK1. Alternatively, for NB or NG matrices, we can stack them in
the following manner:

aB R
A=

aB R

0 I

We call this stacking method STACK2. The two different stacking methods lead to different
properties for the linear system being solved—we summarize these in Table 17—and,
while they yielded results that were usually similar, as we mention below, the results were
different in certain extreme cases. With either method of stacking matrices, the optimal
solution remains the same, so that we can evaluate the approximate solutions of the new
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large least-squares problems. We considered these and other possibilities, but in the results
reported below, unless otherwise specified we choose the following: for large-scale UG
and UB matrices, we use STACK1 to generate the data; and for large-scale NG and NB
matrices, we use STACK2 to generate the data.

Table 17: Summary of methods for stacking matrices, to generate matrices too large to fit into RAM;
here, REPNUM denotes the number of replications and coherence is defined as the largest
leverage score of the matrix.

NAME ‘ CONDITION NUMBER LEVERAGE SCORES COHERENCE

STACK1 unchanged divided by REPNUM  divided by REPNUM
STACKz increased unknown always 1

(for NB and NG only)

Recall that Table 3 provides several methods for computing an ¢, subspace embed-
ding matrix. Since a certain type of random projection either can be used to obtain an
embedding directly or can be used (with the algorithm of [Dri+12]) to approximate the
leverage scores for use in sampling, we consider both data-aware and data-oblivious meth-
ods. Throughout our evaluation, we use the following notation to denote various ways of
computing the subspace embedding.

® PROJ CW — Random projection with the sparse ¢, embedding (Lemma 2.14)
® PROJ GAUSSIAN — Random projection with Gaussian transform (Lemma 2.12)

* PROJ RADEMACHER — Random projection with Rademacher transform (similar to PROJ
GAUSSIAN)

® PROJ SRDHT — Random projection with subsampled randomized discrete Hartley
transform [Bra83] (Similar to SRHT in Lemma 2.13)

® SAMP APPR — Random sampling based on approximate leverage scores (general ver-
sion of Lemma 2.20)

® SAMP UNIF — Random sampling with uniform distribution (for completeness)

Note that, instead of using a vanilla SRHT, we perform our evaluation with a SRDHT
(i.e., a subsampled randomized discrete Hartley transform). (An SRDHT is a related FFT-
based transform that has similar properties to a SRHT in terms of speed and accuracy
but doesn’t have the restriction on the dimension to be a power of 2.) Also note that,
instead of using a distributed FFT-based transform to implement SRDHT, we treat the
transform as a dense matrix-matrix multiplication; hence we should not expect SRDHT to
have computational advantage over other transforms.

Throughout this section, by embedding dimension (or sketch size in the figures), we
mean the projection size for projection based methods and the sampling size for sampling
based methods. Also, it is worth mentioning that for a sampling algorithm with approx-
imate leverage scores, we fix the underlying embedding method to be PROJ CW and the
projection size c to be d? /4. In our experiments, we found that—when they were approx-
imated sufficiently well—the precise quality of the approximate leverage scores does not
have a strong influence on the quality of the solution obtained by the sampling algorithm.
We elaborate this more in Section 6.1.3.
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The computations for Table 18, Figure 18, and Table 19 below (i.e., for the smaller-sized
problems) were performed on a shared-memory machine with 12 Intel Xeon CPU cores
at clock rate 2GHz with 128GB RAM. In these cases, the algorithms are implemented in
MATLAB. All of the other computations (i.e., for the larger problems) were performed
on a cluster with 16 nodes (1 master and 15 slaves), each of which has 8 CPU cores at
clock rate 2.5GHz with 25GB RAM. For all these cases, the algorithms are implemented
in Apache Spark® via a Python APL

Spark provides a high-level programming model and execution engine for fault-tolerant
parallel and distributed computing, based on a core abstraction called resilient distributed
dataset (RDD). RDDs are immutable lazily materialized distributed collections supporting
functional programming operations such as map, filter, and reduce, each of which re-
turns a new RDD. RDDs may be loaded from a distributed file system, computed from
other RDDs, or created by parallelizing a collection created within the user’s application.
RDDs of key-value pairs may also be treated as associative arrays, supporting operations
such as reduceByKey, join, and cogroup. Spark employs a lazy evaluation strategy for ef-
ficiency. Another major benefit of Spark over MapReduce is the use of in-memory caching
and storage so that data structures can be reused.

6.1.2  Overall performance of low-precision solvers

Here, we evaluate the performance of the 6 kinds of embedding methods described above
(with different embedding dimension) on the 4 different types of dataset described above
(with size 1e7 by 1000). For dense transforms, e.g., PROJ GAUSSIAN, due to the memory
capacity, the largest embedding dimension we can handle is 5e4. For each dataset and
each kind of the embedding, we compute the following three quantities: relative error of
the objective |f — f*|/f*; relative error of the solution certificate ||x — x*||2/||x*||2; and
the total running time to compute the approximate solution. The results are presented in
Figure 17.

As we can see, when the matrices have uniform leverage scores, all the methods includ-
ing SAMP UNIF behave similarly. As expected, SAMP UNIF runs fastest, followed by PROJ CW.
On the other hand, when the leverages scores are non-uniform, SAMP UNIF breaks down
even with large sampling size. Among the projection based methods, the dense trans-
forms, i.e., PROJ GAUSSIAN, PROJ RADEMACHER and PROJ SRDHT, behave similarly. Although
PROJ CW runs much faster, it yields very poor results until the embedding dimension is
large enough, i.e., ¢ = 3e5. Meanwhile, the sampling algorithm with approximate lever-
age scores, i.e., SAMP APPR, tends to give very reliable solutions. (This breaks down if the
embedding dimension in the approximate leverage score algorithm is chosen too small.)
In particular, the relative error is much lower throughout all choices of the embedding di-
mension. This can be understood in terms of the theory; see [DMMo6; Dri+11] for details.
In addition, its running time becomes more favorable when the embedding dimension
is larger.

As a more minor point, theoretical results also indicate that the upper bound on the
relative error of the solution vector depends on the condition number of the system as
well as the amount of mass of b that lies in the range space of A, denote by < [Dri+12].
Across the four datasets, 7 is roughly the same. This is why we see that the relative error
of the certificate, i.e., the vector achieving the minimum solution, tends to be larger when
the condition number of the matrix becomes higher.

1 Apache Spark, http://spark.apache.org/
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Figure 17: Evaluation of all 6 of the algorithms on the 4 different types of matrices of size le7
by 1000. For each method, the following three quantities are computed: relative error
of the objective |f — f*|/f*; relative error of the certificate ||x — x*||2/[|x*||2; and the
running time to compute the approximate solution. Each subplot shows one of the above
quantities versus the embedding dimension, respectively. For each setting, 3 independent
trials are performed and the median is reported.
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6.1.3 Quality of the approximate leverage scores

Here, we evaluate the quality of the fast approximate leverage score algorithm of [Dri+12],
and we investigate the quality of the approximate leverage scores with several underlying
embeddings. (The algorithm of [Dri+12] considered only Hadamard-based projections,
but other projection methods could be used, leading to similar approximation quality
but different running times.) We consider only an NB matrix since leverage scores with
non-uniform distributions are harder to approximate. In addition, the size of the matrix
we considered is only rather small, 1e6 by 500, due to the need to compute the exact
leverage scores for comparison. Our implementation follows closely the main algorithm
of [Dri+12], except that we consider other random projection matrices. In particular, we
used the following four ways to compute the underlying embedding: namely, PROJ CW,
PROJ GAUSSIAN, PROJ RADEMACHER, and PROJ SRDHT. For each kind of embedding and em-
bedding dimension, we compute a series of quantities which characterize the statistical
properties of the approximate leverage scores. The results are summarized in Table 18.

As we can see, when the projection size is large enough, all the projection-based meth-
ods to compute approximations to the leverage scores produce highly accurate leverage
scores. Among these projection methods, PROJ CW is typically faster but also requires a
much larger projection size in order to yield reliable approximate leverage scores. The
other three random projections perform similarly. In general, the algorithms approximate
the large leverage scores (those that equal or are close to 1) better than the small leverage
scores, since «, and B are closer to 1. This is crucial when calling SAMP APPR since the im-
portant rows shall not be missed, and it is a sufficient condition for the theory underlying
the algorithm of [Dri+12] to apply.

Next, we invoke the sampling algorithm for the /, regression problem, with sampling
size s = le4 by using these approximate leverage scores. We evaluate the relative error on
both the solution vector and objective and the total running time. For completeness and in
order to evaluate the quality of the approximate leverage score algorithm, we also include
the results by using the exact leverage scores. The results are presented in Figure 18.

0
10° e
10°
102 10° PROJ CW /
PROJ GAUSSIAN

2
PROJ RADEMACHER 10
PROJ SRDHT

SAMP EXACT

10t B

ﬁlll

10 10* 10° 10 10* 10° 10° 10° 10°
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Figure 18: Performance of sampling algorithms with approximate leverage scores, as computed by
several different underlying projections. The test was performed on an NB matrix of size
1e6 by 500 and the sampling size was 1e4. Each subplot shows one of the following three
quantities versus the projection size used in the underlying random projection phase: rel-
ative error of the objective |f — f*|/ f*; relative error of the certificate ||x — x*[|2/||x*||2;
and the running time. For each setting, 5 independent trials are performed and the me-
dian is reported.

These results suggest that the precise quality of the approximate leverage scores does
not substantially affect the downstream error, i.e., sampling-based algorithms are robust
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Table 18: Quality of the approximate leverage scores. The test was performed on an NB matrix with
size 1e6 by 500. In above, p denotes the distribution by normalizing the approximate
leverage scores and p* denotes the exact leverage score distribution. Dk (p||g) is the
KL divergence [KL51] of g from p defined as }; p;In % Let L = {i|p; = 1} and

S = {i|p; < 1}.In this case, pL denotes the corresponding slice of p, and the quantities

pS, p*L, p*S are defined similarly.
c PROJ CW  PROJ GAUSSIAN  PROJ RADEMACHER  PR0OJ SRDH
12 —p*ll2/1lp" ll2
5e2 0.9205 0.7738 0.7510 0.5008
1e3 0.9082 0.0617 0.0447 0.0716
5e3 0.9825 0.0204 0.0072 0.0117
1e4 0.9883 0.0143 0.0031 0.0075
5e4 0.9962 0.0061 0.0006 0.0030
1e5 0.0016 0.0046 0.0003 0.0023
Dk (p°119)

5e2 18.5241 0.0710 0.6372 0.1852
1e3 | 19.7773 0.0020 0.0015 0.0029
5e3 | 20.3450 0.0002 0.0001 0.0001
1e4 | 20.0017 0.0001 0.0001 0.0001
5e4 | 19.2417 1.9e-5 1.0e-5 1.0e-5
1e5 0.0001 1.0e-5 5e-6 5e-6

ap = max;{pt/pi"}

5e2 28.6930 7.0267 7.3124 4.0005
1e3 11.4425 1.1596 1.1468 1.2201
5e3 50.3311 1.0584 1.0189 1.0379
1e4 82.6574 1.0449 1.0099 1.0199
5e4 | 218.9658 1.0192 1.0018 1.0094
1e5 1.0016 1.0108 1.0009 1.0060

ag = maxi{ﬁf/pf’s}

5e2 o 24.4511 16.8698 4.5227
1€3 o 1.3923 1.3718 1.3006
5e3 o 1.1078 1.1040 1.1077
1e4 o 1.0743 1.0691 1.0698
5e4 o 1.0332 1.0317 1.0310
1e5 1.0236 1.0220 1.0218 1.0198
Br = mini{pL/p;"
5e2 o 0.0216 0.0448 0.4094
1e3 o 0.8473 0.8827 0.8906
5e3 o 0.9456 0.9825 0.9702
1e4 o 0.9539 0.9916 0.9827
5€4 o 0.9851 0.9982 0.9922
1e5 | 0.9969 0.9878 0.9993 0.9934
Bs = min {p?/p}°}
5e2 o 0.0077 0.0141 0.1884
1e3 o 0.7503 0.7551 0.7172
5e3 o 0.9037 0.9065 0.9065
1e4 o 0.9328 0.9306 0.9356
5e4 o 0.9704 0.9691 0.9710

1e5 0.9800 0.9787 0.9789 0.9803
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to imperfectly-approximated leverage scores, as long as the largest scores are not too
poorly approximated. (Clearly, however, we could have chosen parameters such that some
of the larger scores were very poorly approximated, e.g., by choosing the embedding
dimension to be too small, in which case the quality would matter. In our experience,
the quality matters less since these approximate leverage scores are sufficient to solve ¢,
regression problems.) Finally, and importantly, note that the solution quality obtained by
using approximate leverage scores is as good as that of using exact leverage scores, while
the running time can be much less.

6.1.4 Performance of low-precision solvers when n changes

Here, we explore the scalability of the low-precision solvers by evaluating the performance
of all the embeddings on NB matrices with varying n. We fix d = 1000 and let  take values
from 2.5e5 to 1e8. These matrices are generated by stacking an NB matrix with size 2.5¢5
by 1000 REPNUM times, with REPNUM varying from 1 to 400 using STACK1. For conciseness,
we fix the embedding dimension of each method to be either 5e3 or 5e4. The relative error
on certificate and objective and running time are evaluated. The results are presented in
Figure 19.
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Figure 19: Performance of all the algorithms on NB matrices with varying n from 2.5e5 to 1e8 and
fixed d = 1000. The matrix is generated using STACK1. For each method, the embedding
dimension is fixed to be 5e3 or 5e4. The following three quantities are computed: relative
error of the objective |f — f*|/ f*; relative error of the certificate ||x — x*||»/||x*||2; and
the running time to compute the approximate solution. For each setting, 3 independent
trials are performed and the median is reported.

Especially worthy mentioning is that when using STACK1, by increasing REPNUM, as we
pointed out, the coherence of the matrix, i.e., the maximum leverage score, is decreasing,
as the size is increased. We can clearly see that, when n = 2.5¢5, i.e., the coherence is
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1, PROJ CW fails. Once the coherence gets smaller, i.e., n gets larger, the projection-based
methods behave similarly and the relative error remains roughly the same as we increased
n. This is because STACK1 doesn’t alter the condition number and the amount of mass
of the right hand side vector that lies in the range space of the design matrix and the
lower dimension d remains the same. However, SAMP APPR tends to yield larger error
on approximating the certificate as we increase REPNUM, i.e., the coherence gets smaller.
Moreover, it breaks down when the embedding dimension is very small.

6.1.5 Performance of low-precision solvers when d changes

Here, we evaluate the performance of the low-precision solvers by evaluating the perfor-
mance of all the embeddings on NB matrices with changing d. We fix n = 1e7 and let d
take values from 10 to 2000. For each d, the matrix is generated by stacking an NB matrix
with size 2.5¢5 by d 40 times using STACK1, so that the coherence of the matrix is 1/40.
For conciseness, we fix the embedding of each method to be 2e3 or 5e4. The relative er-
ror on certificate and objective and running time are evaluated. The results are shown in
Figure 20.
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Figure 20: Performance of all the algorithms on NB matrices with varying d from 10 to 2000 and
fixed n = 1e7. The matrix is generated using STACK1. For each method, the embedding
dimension is fixed to be 23 or 5e4. The following three quantities are computed: relative
error of the objective |f — f*|/ f*; relative error of the certificate ||x — x*||»/||x*||2; and
the running time to compute the approximate solution. For each setting, 3 independent
trials are performed and the median is reported.

As can be seen, overall, all the projection-based methods behave similarly. As expected,
the relative error goes up as d gets larger. Meanwhile, SAMP APPR yields lower error as d
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increases. However, it seems to have a stronger dependence on the lower dimension of the
matrix, as it breaks down when d is 100 for small sampling size, i.e., s = 2¢3.

6.1.6 Performance of high precision solvers

Here, we evaluate the use of these methods as preconditioners for high-precision iterative
solvers. Since the embedding can be used to compute a preconditioner for the original lin-
ear system, one can invoke iterative algorithms such as LSQR [PS82] to solve the precondi-
tioned least-squares problem. Here, we will use LSQR. We first evaluate the conditioning
quality, i.e., «(AR™!), on an NB matrix with size 1e6 by 500 using several different ways
for computing the embedding. The results are presented in Table 19. Then we test the
performance of LSQR with these preconditioners on an NB matrix with size 1e8 by 1000
and an NG matrix with size 1e7 by 1000. For simplicity, for each method of computing
the embedding, we try a small embedding dimension where some of the methods fail,
and a large embedding dimension where most of the methods succeed. See Figure 21 and
Figure 22 for details.

Table 19: Quality of preconditioning on an NB matrix with size 1le6 by 500 using several kinds
of embeddings. For each setting, 5 independent trials are performed and the median is

reported.

c PROJ CW  PROJ GAUSSIAN PROJ RADEMACHER  PROJ SRDHT  SAMP APPR
5e2 1.08e8 2.17€3 1.42€3 1.19€2 1.21€2
1e3 1.1€6 5.7366 5.6006 7.1958 75.0290
5e3 5.5€5 1.9059 1.9017 1.9857 25.8725
1e4 5.1e5 1.5733 1.5656 1.6167 17.0679
5e4 1.8e5 1.2214 1.2197 1.2293 6.9109
1e5 1.1376 1.1505 1.1502 1.1502 4.7573

The convergence rate of the LSQR phase depends on the preconditioning quality, i.e.,
k(AR~!) where R is obtained by the QR decomposition of the embedding of A, ®A. See
Section 2.3 for more details. Table 19 implies that all the projection-based methods tend
to yield preconditioners with similar condition numbers once the embedding dimension
is large enough. Among them, PROJ CW needs a much larger embedding dimension to be
reliable (clearly consistent with its use in low-precision solvers). In addition, overall, the
conditioning quality of the sampling-based embedding method, i.e., SAMP APPR tends to
be worse than that of projection-based methods.

As for the downstream performance, from Figure 21 we can clearly see that, when a
small embedding dimension is used, i.e., s = 5¢3, PROJ GAUSSIAN yields the best precon-
ditioner, as its better preconditioning quality translates immediately into fewer iterations
for LSQR to converge. This is followed by SAMP APPR. This relative order is also suggested
by Table 19. As the embedding dimension is increased, i.e., using large embedding dimen-
sion, all the method yield significant improvements and produce much more accurate so-
lutions compared to that of NOCO (LSQR without preconditioning), among which PROJ CW
with embedding dimension 3e5 converges to a nearly machine-precision solution within
only 5 iterations. As for the running time, since each iteration of LSQR only involves with
two matrix-vector multiplications (costs less than 2 minutes in our experiments), the over-
all running time is dominated by the time for computing the preconditioner. As expected,
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Figure 21: Evaluation of LSQR with randomized preconditioner on an NB matrix with size 1e8 by

1000 and condition number 1e6. Here, several ways for computing the embedding are im-
plemented. In SAMP APPR, the underlying random projection is PROJ CW with projection
dimension 3e5. For completeness, LSQR without preconditioner is evaluated, denoted
by NOCO. In above, by small embedding dimension, we mean 5e3 for all the methods. By
large embedding dimension, we mean 3e5 for PROJ CW, 1e4 for PROJ GAUSSIAN and 5eq4 for
SAMP APPR. For each method and embedding dimension, the following three quantities
are computed: relative error of the objective |f — f*|/ f*; relative error of the certificate
[lx — x*||2/]|x*||2; and the running time to compute the approximate solution. Each sub-
plot shows one of the above quantities versus number of iteration, respectively. For each
setting, only one trial is performed.
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Figure 22: Evaluation of LSQR with randomized preconditioner on an NB matrix with size 1e7
by 1000 and condition number 5. Here, several ways for computing the embedding are
implemented. In SAMP APPR, the underlying random projection is PROJ CW with projection
dimension 3e5. For completeness, LSQR without preconditioner is evaluated, denoted by
NOCO. In above, by small embedding dimension, we mean 5e3 for all the methods. By
large embedding dimension, we mean 3e5 for PROJ CW and 5e4 for the rest. For each
method and embedding dimension, the following three quantities are computed: relative
error of the objective |f — f*|/ f*; relative error of the certificate ||x — x*||2/||x*|2; and
the running time to compute the approximate solution. Each subplot shows one of the
above quantities versus number of iteration, respectively. For each setting, 3 independent
trials are performed and the median is reported.
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PROJ CW runs the fastest and the running time of PROJ GAUSSIAN scales linearly in the em-
bedding dimension. In SAMP APPR, the sampling process needs to make 1-2 passes over
the dataset but the running time is relatively stable regardless of the sampling size, as
reflected in Figure 21c and Figure 21f. Finally, note that the reason that the error does not
drop monotonically in the solution vector is the following. With the preconditioners, we
work on a transformed system, and the theory only guarantees monotonicity in the de-
creasing of the relative error of the certificate of the transformed system, not the original
one.

Finally, a minor but potentially important point should be mentioned as a word of
caution. As expected, when the condition number of the linear system is large, vanilla
LSQR does not converge at all. On the other hand, when the condition number is very
small, from Figure 22, there is no need to precondition. If, in this latter case, a random-
ized preconditioning method is used, then the embedding dimension must be chosen to
be sufficiently large: unless the embedding dimension is large enough such that the con-
ditioning quality is sufficiently good, then preconditioned LSQR yields larger errors than
even vanilla LSQR.

6.2 COMPUTATIONAL RESULTS FOR QUANTILE REGRESSION

Next, recall that in Chapter 3 we present a fast RLA algorithm for solving large-scale quan-
tile regression. In this section, we continue our empirical evaluation with an evaluation
of our main algorithm applied to terabyte-scale problems. As the algorithms for ¢, regres-
sion, our sampling algorithms for quantile regression only needs several passes through
the data and it is embarrassingly parallel, we evaluate them (Algorithm 8 with different
conditioning methods) in Apache Hadoop.? Hadoop is an open source implementation of
MapReduce computational framework which is the de facto standard parallel environment
for large data analysis. In this section, we continue to use the notation used in Section 3.3.

6.2.1  Quality of approximation when the sampling size s changes

In order to show the evaluations similar to Figure 1, we still implement SC, SPC1, SPC2,
SPC3, NOCO and UNIFE Here, the datasets are generated by “stacking” the medium-scale
data a few thousand times. Although this leads to “redundant” data, which may favor
sampling methods, this has the advantage that it leads terabyte-sized problems whose
optimal solution at different quantiles are known. For a skewed data with size 1e6 x 50,
we stack it vertically 2500 times. This leads to a data with size 2.5¢9 x 50.

Figure 23 shows the relative errors on the replicated skewed data set by using the six
methods. We only show the results for T = 0.5 and 0.75 since the conditioning methods
tend to generate abnormal results when T = 0.95. These plots correspond with and should
be compared to the four subfigures in the first two rows and columns of Figure 1.

As can be seen, the method preserves the same structure as when the method is ap-
plied to the medium-scale data. Still, SPC2 and SPC3 performs slightly better than other
methods when s is large enough. In this case, as before, NOCO and UNIF are not re-
liable when s < 1le4. When s > 1le4, NOCO and UNIF perform sufficiently closely to
the conditioning-based methods on approximating the objective value. However, the gap
between the performance on approximating the solution vector is significant.

2 Apache Hadoop, http://hadoop.apache.org/
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Figure 23: The first (solid lines) and the third (dashed lines) quartiles of the relative errors of the
objective value (namely, |f — f*|/|f*|) and solution vector (namely, ||x — x*||2/||x*||2), by
using 6 different methods, among 30 independent trials, as a function of the sample size
s. The test is on replicated skewed data with size 2.5¢9 by 50. The three different columns

correspond to T = 0.5,0.75, respectively.
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In order to show more detail on the quartiles of the relative errors, in Table 20 records
the quartiles of relative errors on vectors, measured in ¢, ¢, and {s norms by using the
six methods when the sampling size s = 5e4 and T = 0.75. Conditioning-based methods
can yield 2-digit accuracy when s = 5e4 while NOCO and UNIF cannot. Also, the relative
error is somewhat higher when measured in /e norm.

Table 20: The first and the third quartiles of relative errors of the solution vector, measured in ¢y, ¢,
and {« norms. The test is on replicated synthetic data with size 2.5¢9 by 50, the sampling
size s = 5e4, and T = 0.75.

Ilx = x*ll2/1x M2 llx=x*fla /el lx = x"floo/[[x" [l
SC [0.0084, 0.0109] [0.0075, 0.0086] [0.0112, 0.0159]
SPC1 [0.0071, 0.0086] [0.0066, 0.0079] [0.0080, 0.0105]
SPC2 [0.0054, 0.0063] [0.0053, 0.0061] [0.0050, 0.0064]
SPC3 [0.0055, 0.0062] [0.0054, 0.0064] [0.0050, 0.0067]
NOCO [0.0207, 0.0262] [0.0163, 0.0193] [0.0288, 0.0397]
UNIF [0.0206, 0.0293] [0.0175, 0.0200] [0.0242, 0.0474]

6.2.2  Quality of approximation when the sampling size d changes

Next, we explore how the accuracy may change as the lower dimension d varies, and
the capacity of our large-scale version algorithm. In this experiment, we fix the higher
dimension of the replicated skewed data to be 1¢9, and let d take values in 10, 50, 100, 150.
We will only use SPCz2 as it has the relative best condition number. Figure 24 shows the
results of the experiment described above.

From Figure 24, except for some obvious fact such as the accuracies become lower as d
increases when the sampling size is unchanged, we should also notice that, the lower d
is, the higher the minimum sampling size required to yield acceptable relative errors will
be. For example, when d = 150, we need to sample at least 1e4 rows in order to obtain at
least one digit accuracy.

Notice also that, there are some missing points in the plot. That means we cannot solve
the subproblem at that sampling size with certain d. For example, solving a subproblem
with size 1e6 by 100 is unrealistic on a single machine. Therefore, the corresponding point
is missing. Another difficulty we encounter is the capability of conditioning on a single
machine. Recall that, in Algorithm 5 or Algorithm 6, we need to perform QR factorization
or ellipsoid rounding on a matrix, say SA, whose size is determined by d. In our large-
scale version algorithm, since these two procedures are not parallelizable, we have to
perform these locally. When d = 150, the higher dimension of SA will be over 1e7. Such
size has reached the limit of RAM for performing QR factorization or ellipsoid rounding.
Hence, it prevents us from increasing the lower dimension d.

6.2.3 Evaluation on solution of Census data

For the census data, we stack it vertically 2000 times to construct a realistic data set whose
size is roughly 110 x 11. In Table 21, we present the solution computed by our random-
ized algorithm with a sample size 1e5 at different quantiles, along with the corresponding
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Figure 24: The first (solid lines) and the third (dashed lines) quartiles of the relative errors of the
objective value (namely, |f — f*|/|f*|) and solution vector (namely, ||x — x*||2/||x*||2), by
using SPC2, among 30 independent trials, as a function of the sample size s. The test is on
replicated skewed data with n = 1e9 and d = 10,50, 100, 150. The two different columns
correspond to T = 0.5,0.75, respectively. The missing points mean that the subproblem

on such sampling size with corresponding d is unsolvable in RAM.
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optimal solution. As can be seen, for most coefficients, our algorithm provides at least 2-

digit accuracy. Moreover, in applications such as this, the quantile regression result reveals

some interesting facts about these data. For example, for these data, marriage may entail

a higher salary in lower quantiles; Education?, whose value ranged from 0 to 256, has a
income. Except for the intercept and the terms involved with education, all the covariates
are {0,1} binary indicators.

strong impact on the total income, especially in the higher quantiles; and the difference
in age doesn’t affect the total income much in lower quantiles, but becomes a significant

factor in higher quantiles.
Table 21: Quantile regression results for the U.S. Census 2000 data. The response is the total annual
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To summarize our large-scale evaluation, our main algorithm (Algorithm 8) can handle

terabyte-sized quantile regression problems easily, obtaining, e.g., 2 digits of accuracy by
competitive with the best existing random sampling algorithms, and it can be applied in

sampling about 1e5 rows on a problem of size 1e10 x 11. In addition, its running time is
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parallel and distributed environments. However, its capability is restricted by the size of
RAM since some steps of the algorithms are needed to be performed locally.

63 COMPUTATIONAL RESULTS FOR CX DECOMPOSITION

Recall that in Section 2.4.2, we describe CX decompositions. CX decompositions are low-
rank matrix decompositions that are expressed in terms of a small number of actual
columns/rows. As such, they have found applicability in various scientific applications.
Here in this section, we present computational results of implementation of CX decompo-
sition (Algorithm 4) in parallel and distributed environments using Spark with 1TB-sized
mass spectrometry imaging data sets.

6.3.1 Implementation of CX decompositions in Spark

The main consideration when implementing CX decompositions are efficient implementa-
tions of operations involving the data matrix A. All access of A by the CX occurs through
the RaANDOMIZEDSVD routine (Algorithm 2). RANDOMIZEDSVD in turn accesses A only
through the MuLTIPLYGRAMIAN routine, with repeated invocations of MULTIPLYGRAMIAN
accounting for the majority of the execution time.

The matrix A is stored as an RDD containing one IndexedRow per row of the input
matrix, where each IndexedRow consists of the row’s index and corresponding data vector.
This is a natural storage format for many datasets stored on a distributed or shared file
system, where each row of the matrix is formed from one record of the input dataset,
thereby preserving locality by not requiring data shuffling during construction of A.

We then express MULTIPLYGRAMIAN in a form amenable to efficient distributed imple-
mentation by exploiting the fact that the matrix product ATAB can be written as a sum
of outer products, as shown in Algorithm 3. This allows for full parallelism across the
rows of the matrix with each row’s contribution computed independently, followed by a
summation step to accumulate the result. This approach may be implemented in Spark as
a map to form the outer products followed by a reduce to accumulate the results:

def multiplyGramian(A: RowMatrix, B: LocalMatrix) =
A.rows.map(row => row * row.t * B).reduce(_ + _)

However, this approach forms 2m unnecessary temporary matrices of same dimension as
the output matrix n x k, with one per row as the result of the map expression, and the
reduce is not done in-place so it too allocates a new matrix per row. This results in high
Garbage Collection (GC) pressure and makes poor use of the CPU cache, so we instead
remedy this by accumulating the results in-place by replacing the map and reduce with
a single treeAggregate. The treeAggregate operation is equivalent to a map-reduce that
executes in-place to accumulate the contribution of a single worker node, followed by
a tree-structured reduction that efficiently aggregates the results from each worker. The
reduction is performed in multiple stages using a tree topology to avoid creating a single
bottleneck at the driver node to accumulate the results from each worker node. Each
worker emits a relatively large result with dimension n X k, so the communication latency
savings of having multiple reducer tasks is significant.

def multiplyGramian(A: RowMatrix, B: LocalMatrix) = {
A.rows.treeAggregate(LocalMatrix.zeros(n, k))(
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Table 22: Specifications of the three hardware platforms used in these performance experiments.

PLATFORM TOTAL CORES ‘ CORE FREQUENCY ‘ INTERCONNECT ‘ DRAM ‘ SSDs
Amazon EC2 r3.8xlarge 960 (32 per-node) 2.5 GHz 10 Gigabit Ethernet 244 GiB | 2x320GB

Cray XCg0 960 (32 per-node) 2.3 GHz Cray Aries [Alv+12; Faa+12] | 252 GiB None
Experimental Cray cluster | 960 (24 per-node) 2.5 GHz Cray Aries [Alv+12; Faa+12] 126 GiB 1 x 800 GB

seqOp = (X, row) => X += row * row.t * B,
combOp = (X, Y) => X +=Y

6.3.2  Experimental setup

6.3.2.1 MSI Datasets

We experiment with mass spectrometry imaging (MSI) datasets. Mass spectrometry mea-
sures ions that are derived from the molecules present in a complex biological sample.
These spectra can be acquired at each location (pixel) of a heterogeneous sample, allow-
ing for collection of spatially resolved mass spectra. This mode of analysis is known as
mass spectrometry imaging (MSI). The addition of ion-mobility separation (IMS) to MSI adds
another dimension, drift time The combination of IMS with MSI is finding increasing
applications in the study of disease diagnostics, plant engineering, and microbial interac-
tions. See Chapter 7 for more details about mass spectrometry imaging.

Unfortunately, the scale of MSI data and complexity of analysis presents a significant
challenge to scientists: a single 2D-image may be many gigabytes and comparison of
multiple images is beyond the capabilities available to many scientists. The addition of
IMS exacerbates these problems. Dimensionality reduction techniques can help reduce
MSI datasets to more amenable sizes. Typical approaches for dimensionality reduction
include PCA and NMEF, but interpretation of the results is difficult because the components
extracted via these methods are typically combinations of many hundreds or thousands of
features in the original data. CX decompositions circumvent this problem by identifying
small numbers of columns in the original data that reliably explain a large portion of the
variation in the data. This facilitates rapidly pinpointing important ions and locations in
MSI applications.

Here, we analyze one of the largest (1TB-sized) mass-spec imaging datasets in the field.
The sheer size of this dataset has previously made complex analytics intractable. Here we
mainly present the computational results. Science results can be found in Chapter 7.

6.3.2.2 Platforms

In order to assess the relative performance of CX matrix factorization on various hardware,
we choose the following contemporary platforms:

® a Cray® XCg0" system [Alv+12; Faa+12],
* an experimental Cray cluster, and

¢ an Amazon EC2 r3.8xlarge cluster.
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For all platforms, we size the Spark job to use 960 executor cores (except as otherwise
noted). Table 22 shows the full specifications of the three platforms. Note that these are
state-of-the-art configurations in data centers and high performance computing centers.

6.3.2.3 CX Spark Phases

Our implementations of CX decompositions execute RANDOMI1ZEDSVD subroutine, which
accounts for the bulk of the runtime and all of the distributed computations. The execution
of RaNDOMIZEDSVD proceeds in four distributed phases listed below, along with a small
amount of additional local computation.

1. Load Matrix Metadata The dimensions of the matrix are read from the distributed
filesystem to the driver.

2. Load Matrix A distributed read is performed to load the matrix entries into an
in-memory cached RDD containing one entry per row of the matrix.

3. Power Iterations The MULTIPLYGRAMIAN loop of RANDOMIZEDSVD is run to com-
pute an approximate Q of the dominant right singular subspace.

4. Finalization (Post-Processing) Right multiplication by Q of RaNpDoMIZEDSVD to
compute C.

6.3.3 Strong scaling test

Figure 25 shows how the distributed Spark portion of our code scales. We consider 240,
480, and 960 cores. An additional doubling (to 1920 cores) would be ineffective as there
are only 1654 partitions, so many cores would remain unused. When we go from 240 to
480 cores, we achieve a speedup of 1.6x: 233 seconds versus 146 seconds. However, as the
number of partitions per core drops below two, and the amount of computation-per-core
relative to communication overhead drops, the scaling slows down (as expected). This
results in a lower speedup of 1.4x (146 seconds versus 102 seconds) from 480 to 960 cores.

6.3.4 CX Performance across multiple platforms

Table 23 shows the total runtime of CX for the 1 TB dataset on our three platforms. The
distributed Spark portion of the computation is also depicted visually in Figure 26 for
k = 16 and k = 32 on the 1 TB dataset. All three platforms were able to successfully
process the 1 TB dataset in under 25 minutes. As the table and figure illustrates, most of
the variation between the platforms occurred during the MultiplyGramian iterations. We
now explore how these difference relate to the performance of the matrix iterations.
Spark divides each iteration into two stages. The first local stage computes each row’s
contribution, sums the local results (the rows computed by the same worker node), and
records these results. The second aggregation stage combines all of the workers” locally-
aggregated results using a tree-structured reduction. Most of the variation between plat-
forms occurs during the aggregation phase, where data from remote worker nodes is
fetched and combined. In Spark, all inter-node data exchange occurs via shuffle operations.
In a shuffle, workers with data to send write the data to their local scratch space. Once
all data has been written, workers with data to retrieve from remote nodes request that
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Figure 25: Strong scaling for the 4 phases of CX on an XC4o for 100GB dataset at k = 32 and default
partitioning as concurrency is increased.

Table 23: Total runtime for the 1 TB dataset (k = 16), broken down into load time and per-iteration
time. The per-iteration time is further broken down into the average time for each task of
the local stage and each task of the aggregation stage. We also show the average amount
of time spent waiting for a network fetch, to illustrate the impact of the interconnect.

AVERAGE AVERAGE
TOTAL LOAD TIME PER NETWORK
PLATFORM LOCAL AGGREGATION
RUNTIME TIME ITERATION WAIT
TASK TASK
Amazon EC2 r3.8xlarge 24.0 min 1.53 min 2.69 min 4.4 sec 27.1 sec 21.7 sec
Cray XCg0 23.1min | 2.32 min 2.09 min 3.5 sec 6.8 sec 1.1 sec

Experimental Cray cluster 15.2 min 0.88 min 1.54 min 2.8 sec 9.9 sec 2.7 sec
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Figure 26: Run times for the various stages of computation of CX on the three platforms using k = 16
and k = 32 on the 1 TB size dataset, using the default partitioning on each platform.

data from the sender’s block manager, which in turns retrieves if from the senders local
scratch space, and sends it over the interconnect to the receiving node.

Examining our three platforms (Table 22), we notice two key hardware differences that
impact shuffle operations:

¢ First, both the EC2 nodes and the experimental Cray cluster nodes have fast SSD
storage local to the compute nodes that they can use to store Spark’s shuffle data.
The Cray® XC40™ system’s [Alv+12; Faa+12] nodes, on the other hand, have no local
persistent storage devices. Thus we must emulate local storage with a remote Lustre
filesystem. The impacts of this can be somewhat mitigated, however, by leaving
sufficient memory to store some of the data in a local RAM disk, and/or to locally
cache some of the remote writes to Lustre.

* Second, the Cray XCg0 and the experimental Cray cluster both communicate over
the HPC-optimized Cray Aries interconnect [Alv+12; Faa+12], while the EC2 nodes
use 10 Gigabit Ethernet.

We can see the impact of differing interconnect capabilities in the Average Network
Wait column in Table 23. These lower average network wait times explain why the two
Cray platforms outperform the EC2 instance (with the experimental cluster achieving a
speedup of roughly 1.5x over EC2).

The XC4o is still slightly slower than the experimental Cray cluster, however. Part of
this difference is due to the slower matrix load phase on the XC40. On EC2 and the exper-
imental Cray cluster, the input matrix is stored in SSDs on the nodes running the Spark
executors. Spark is aware of the location of the HDFS blocks, and attempts to schedule
tasks on the same nodes as their input. The XC40, however, lacks SSDs on its compute

This is an ideal usage of caching, since Spark assumes the scratch space is only locally accessible; thus we are
guaranteed that the only node that reads a scratch file will be the same node that wrote it.
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Figure 27: A box and whisker plot of the distribution of local (write) and aggregation (read) task
times on our three platforms for the 1TB dataset with k = 16. The boxes represent the
25th through 75th percentiles, and the lines in the middle of the boxes represent the
medians. The whiskers are set at 1.5 box widths outside the boxes, and the crosses are
outliers (results outside the whiskers). Note that each iteration has 4800 write tasks and
just 68 read tasks.

nodes, so the input matrix is instead stored on a parallel Lustre file system. The increased
IO latency slows the input tasks. The rest of the difference in performance can be under-
stood by looking at the distribution of local (write) task times in the box and whiskers plot
in Figure 27. The local/write tasks are much more numerous than the aggregation/read
tasks (4800 vs 68 per iteration), thus they have a more significant impact on performance.
We see that the XC40 write tasks had a similar median time to the experimental cluster’s
write tasks, but a much wider distribution. The large tail of slower "straggler" tasks is
the result of some shuffle data going to the remote Lustre file system rather than being
cached locally. We enabled Spark’s optional speculative re-execution (spark.speculation)
for the XCg0 runs, and saw that some of these tasks were successfully speculatively exe-
cuted on alternate nodes with more available OS cache, and in some case finished earlier.
This eliminated many of the straggler tasks and brought our performance closer to the
experimental Cray cluster, but still did not match it (the results in Figure 26 and Table 23
include this configuration optimization).



APPLICATIONS OF CX DECOMPOSITION TO BIOIMAGING

Recent advances in chemical imaging techniques have enabled detailed investigation of
metabolic processes at length scales ranging from sub-cellular to centimeter resolution.
One of the most promising chemical imaging techniques is mass spectrometry imaging
(MSI) [CFGg7; MHo7].

In this chapter, we apply CX matrix decompositions (described in Section 2.4.2) to mass
spectrometry imaging datasets, and we show that this can lead to effective prioritization
of information, both in terms of identifying important ions as well as in terms of identify-
ing important positions. Previously, this approach has been applied to the study of gene
expression [MDog; Pas+07] and astronomy [Yip+14]. The material in this chapter appears
in Yang et al. [Yan+15] and Gittens et al. [Git+16a].

7.1 BACKGROUND ON MSI DATASETS AND METHODS

Typically in mass spectrometry imaging, a laser or ion beam is raster scanned across a
surface. At each location, molecules are desorbed from the surface, often with the assis-
tance of a matrix coating or specially prepared surface that enables the formation of gas
phase ions. These ions are collected and analyzed by mass spectrometry [CH10]. MSI
presents many data analysis and interpretation challenges due to the size and complexity
of the data. MSI acquires one or more mass spectra at each location. Each spectrum is
digitized into 10* to 10° m/z bins. Depending on the sample and analysis technique, it
is common to have tens of thousands of intense, sharp peaks at each location. Likewise,
MSI datasets containing up to a million pixels are possible with existing technology. This
results in a situation where careful analysis requires sophisticated computational tools,
infrastructure, and algorithms to reduce the large volume of measured data into easier to
interpret smaller blocks with the goal of prioritizing ions and positions according to their
importance.

Two widely used techniques for this are principle component analysis (PCA) [Jol86] and
non-negative matrix factorization (NMF) [LSo1], both of which express the original data
in terms of concise but in general difficult-to-interpret components [Jon+12; Rei+11] since,
for example, eigenvectors are often not meaningful in terms of the physical processes of
metabolism, sample preparation, and data collection; and in addition, it is not always
clear whether a single ion is the distinguishing characteristic of a region or whether it is a
complex combination of relative ion-intensities that distinguish regions.

In contrast, CUR and the related CX matrix decompositions (described in Section 2.4.2)
are relatively new algorithmic approaches that allow scientists to provide a low-rank ap-
proximation of the measured data that is expressed in terms of actual data elements [MDoo;
DMMo8]. CX and CUR decompositions are provably almost as good as the low-rank ap-
proximation provided by the SVD, but instead of the blocks containing eigenions and
eigenpositions, as they do with the SVD, the low rank approximation provided by CX/CUR
is expressed in terms of actual rows and/or columns, i.e., actual ions and/or actual po-
sitions. In this chapter, we focus on CX decomposition. As is illustrated in Figure 28, the
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CX decomposition uses the leverage score structure within SVD to find actual rows and
actual columns of an MSI matrix that are most informative.

A. MSI data is typically a cube over B. Data processing steps include: C. Given a data cube that is hyper-
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Figure 28: Mass spectrometry imaging collects one or more spectra at each location in a sample. Be-
cause of the scale and complexity of MSI data, computational tools are required to reach
an understanding of the underlying physical processes. Panel A-D: A traditional pro-
cessing workflow where raw data is cleaned and processed using traditional clustering
and dimension reduction methods. Panel E: Multivariate statistics, such as PCA, yield
informative combinations of ions and pixels, but they do not lend themselves to intu-
itive interpretation in terms of the biological processes generating the data. Panel F: In
contrast, CX decomposition yields the most informative actual ions and actual positions
instead of linear combinations of ions and positions.

Recall that in Section 2.4.2 we provided a brief overview of CX decomposition with
approximate leverage scores; a more detailed introduction can be found in [DMMo8]. Here
in our experiments, we consider using several variants of CX decomposition described in
Algorithm 4.

More specifically, as the statistical leverage scores are central to CX decomposition, for
completeness, we use CX decomposition with exact leverage scores on smaller datasets,
but to apply CX decompositions to larger datasets we use CX decompositions with ap-
proximate leverage scores (Algorithm 4). Then, with these (normalized) leverage scores at
hand, one can select columns from A either by viewing p;’s as an importance sampling dis-
tribution over the columns and randomly sampling columns according to it (Algorithm 4),
or by viewing p;’s as a ranking function and greedily selecting the columns with highest
scores. We name them RANDCOLSELECT and DETERCOLSELECT, respectively.

RANDCOLSELECT Select ¢ columns from A, each of which is randomly sampled accord-
ing to the normalized leverage scores {p;}_;.

DETERCOLSELECT Select the ¢ columns of A corresponding to the largest ¢ normalized
leverage scores p;s.

Finally, our main algorithm can be summarized as follows. It takes as input an m x n
matrix A, a rank parameter k, and desired number of columns c as inputs.

1. Compute the (normalized) leverage scores associated with rank k either exactly or
approximately.



7.2 RESULTS AND DISCUSSION

2. Select ¢ columns from A according to RANDCOLSELECT or DETERCOLSELECT.
3. Let X = CtA.

In each computation that is described in the next section, after having specified which
scheme is used to compute the leverage scores, we respectively use randomized CX decom-
position and deterministic CX decomposition to denote the algorithm CX DEcoMPOSITION
with RANDCOLSELECT or DETERCOLSELECT scheme.

7.2 RESULTS AND DISCUSSION

In the following we use three datasets to demonstrate the utility of CX decompositions
for MSI. Two of them are publicly available on the OpenMSI web gateway, and they are
selected from two diverse acquisition modalities, including one NIMS image of the left
coronal hemisphere of a mouse brain acquired using a time-of-flight (TOF) mass analyzer
and one MSI dataset of a lung acquired using an Orbitrap mass analyzer [Lou+13; R¥13].
These files are previously described elsewhere and were chosen because of the common-
ality of brain-lipid images and the large number of m/z bins generated by Orbitrap de-
tectors, respectively. The other dataset is the 1TB-sized one mentioned in Section 6.3. This
dataset is provided by Norman Lewis’s group at Washington State University and is de-
rived from a MALDI-IMS-MSI analysis of a rhizome of the drug-producing green shrub
Podophyllum hexandrum. For simplicity, we call them Brain, Lung, and Plant dataset,
respectively, and present their science results in the next three subsections respectively.

7.2.1  Results on Brain dataset

To illustrate the utility of CX decompositions, we focus initially on results obtained from
the NIMS image of a coronal brain section. For the analyses described for the NIMS brain
image, the data were processed using peak-finding. The peak-finding identifies the most
intense ions and integrates the peaks, so that each peak is represented by a single image,
rather than a series of images spanning a range of m/z values. Using this approach, the
original data is reduced from O(100,000) m/z values to the most intense ions. The size of
the brain section dataset is (122 x 120 x 1926). The (i, j, I)-th value of the matrix represents
the intensity of the ion with the I-th m/z value at position (7,j) in a (122 x 120) regular
lattice which discretizes physical space. To compute the CX decomposition and select
ions and spectra, we reshape the three-dimensional MSI data cube into a two-dimensional
(14640 x 1926) matrix A, where each row of A corresponds to the spectrum of a pixel in
the image, and where each column of A corresponds to the intensities of an ion over all
pixels, describing the distribution of the ion in physical space. For finding informative ions
and pixels, we perform CX decomposition with exact computations for leverage scores on
A and AT, respectively. In each case, for clarity, we only report the results with a fixed
small value of the rank parameter k. Varying in a range of small values does not have a
large effect on the reconstruction errors. This behavior may indicate that the information
that the corresponding top-k singular spaces contain does not vary a lot as k varies in this
range.

7.2.1.1 Finding Important lons

Figure 29A shows the reconstruction errors ||A — CX||r/||Al|r using CX decomposition
for selection of ¢ = 20, 30,40, 50,60 ions, using a rank parameter k = 5 and using both
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randomized and deterministic CX decompositions. For completeness, we also show the
reconstruction errors using uniform sampling for varying numbers of selected ions and
that of the optimal rank-k approximation of A. Figure 29B and 29C show the distribution
of the leverage scores of A, relative to the best rank-k space, and their relative magnitudes.
Figure 30 then presents the spatial distributions of the 30 most important ions selected
using deterministic CX decomposition with k = 5 and c = 20.
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Figure 29: Analysis of the reconstruction error used to determine the most appropriate CX-based
schemes and settings for selection of ions and locations/spectra. Panel A,D: Reconstruc-
tion error of the CX decomposition for selection of ions (panel A) and locations (panel D)
using randomized and deterministic selection schemes with varying parameter c. Panel
B,E: Distribution of leverage scores of A and AT, relative to the best rank-k space, respec-
tively. Panel C,F: Sorted distribution of these leverage scores of A and AT, respectively.
The blue horizontal line denotes the mean/average leverage score. Due to the fairly non-
uniform shape of the leverage score distribution for ions, deterministic CX selection out-
performs randomized CX sampling for ions. In contrast, pixel selection is best achieved
by randomized CX sampling, since the leverage score distribution for pixels is much more
uniform.

The selection of important ions from the brain dataset (Figure 29A) shows clearly that
using deterministic CX decomposition leads to a smaller error than using randomized CX
decomposition with the same parameters. The reason for this behavior lies in distribution
of the leverage scores for the ions, as shown in Figure 29B and 29C. These leverage scores
are very non-uniform: a few dozen leverage scores are much larger, e.g., 50 times larger,
than the average score. Hence, since the leverage scores are highly non-uniform, the cor-
responding ions can be considered as very informative in reconstructing the matrix, and
keeping the ions with the top leverage scores leads a good basis. The randomized CX de-
composition carries a large variance—for the values of the parameters used here—since
in many trials it failed to select those important ions, and thus it resulted in a large error.
Not surprising, uniformly selecting columns do not give particularly meaningful results,
i.e.,, many irrelevant ions were chosen and informative ions were not chosen.

As for the absolute magnitude of the error, we use that of the best rank-k approximation
of A, ie., Ay, as a reference scale suggested by (2.11). In Figure 29A and 29D, we can see
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798.73

Figure 30: Ion-intensity visualization of the 20 most important ions selected via deterministic CX
decomposition with k = 5 and ¢ = 20. The distribution of leverage scores is presented
in Figure 29B. Some of these ions map to distinct regions in the brain. Particular regions
of the cortex, pons, and corpus collosum stand out as distinct anatomically identifiable
regions. Also in the list are likely background ions and contaminants from the embedding
material. Of the 20 ions, little redundancy is present, pointing to the effectiveness of the
CX approach for information prioritization.

that the reconstruction error of the CX decomposition is close to that of Aj. In some cases,
CX decomposition can even produce a lower error. This is because the matrix CX returned
by CX decomposition is a rank-c matrix with ¢ > k. It is possible to choose X to be a rank-k
matrix; see Section 4.3 in [DMMo8] for detailed construction.

7.2.1.2 Finding Important Pixel/Spectra

Similar to Figure 29A-C, Figure 29D-F provide an overview of the reconstruction errors
and the distribution and magnitude of the leverage scores, relative to the best rank-k
approximation, for the application of CX decomposition to AT for selection of pixel. In
Figure 31, we illustrate the application of both randomized and deterministic CX decom-
positions, with k = 15 and ¢ = 20, on AT for finding informative pixels. The first subplot
(Figure 31A) shows the result returned by the deterministic CX decomposition, meaning
the pixels with the top leverage scores are greedily selected and plotted. The remaining
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subplots in Figure 31B-F we show the results returned by running randomized CX decom-
position in five independent trials.

randomiﬁzed CX

¥

Figure 31: Visualization of the selection of important pixels using CX decompositions. All visualiza-
tions show a gray-scale image of a selected ion as context, and the 20 locations selected
using the CX decomposition with k = 15 and ¢ = 20 are highlighted via red circles. Panel
A shows the result of using the deterministic CX decomposition. With this approach the
algorithm selects locations clustered around a few regions. In comparison, panels B-F
show the results from five independent trials using the randomized CX decomposition.
Because of the uniformity in leverage scores for pixels, the randomized selection out-
performs the deterministic approach for comprehensive sampling of important locations.
The distribution of leverage scores is presented in Figure 29E.

In contrast with the selection of ions, deterministic CX decomposition results in larger
reconstruction errors than randomized CX decomposition (Figure 29D). Also, the pixels
selected using CX tend to be more localized in specific regions of the images, rather than
selecting characteristic pixels from different physical components of the sample images.
The reason for this behavior lies in the distribution of the leverage scores for the pixels, as
shown in Figures 29E and 29F. These leverage scores are fairly uniform: most of them are
less than 20 times the average. Also, there are many more pixels than ions, and thus we
can consider the distribution of leverage scores to be fairly uniform. Furthermore, since
each row in A represents a pixel in the image, many rows will contain a similar spectra.
Similar locations tend to “split up” the leverage scores, resulting in smaller values for the
score at each location. Importantly, applying random sampling here may still be able to
identify pixels from the important regions (i.e., those with high total leverage scores), even
when the value of any of its single pixel is small.
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7.2.2  Results on Lung dataset

Next, we investigate the quality of the approximation of the leverage scores by which
we mean Algorithm 4. We consider a moderately large dataset on which performing the
full SVD exactly will take hours to finish. In particular, we present the result on the raw
lung data before peak-finding, which has size approximately 20, 000 by 500, 000. We apply
Algorithm 4 with k = 15 and with g = 5 on the raw lung dataset.

As no peak-finding was done on the raw dataset, some ions with high leverage scores
have similar m/z values. In Figure 32a, we present the spatial distributions of the 4 most
representative ions selected from different groups. In Figures 32b and 32¢, the approxi-
mate leverage scores and the total sensitivities versus the m/z values are plotted, respec-
tively. In addition, a “zoom-in" version of the above two plots, overlaid on each other, on
ions with m/z values in the range between 866.02 and 866.75 is shown in Figure 32d.

The results suggest that the ion at m/z = 392 (a drug administered to the tissue) was
identified as the highest leverage ion, and ions specific to regions of the lung were also
identified. That the administered drug was identified as the highest importance ion could
be significant for pharmacokinetics/pharmacology and could also be a marker to acceler-
ate identification of degradation products or byproducts that are of unexpected /unprede-
termined m/z values.

What is most significant in this approach is the lack of reliance on peak-finding. By
applying scalable factorization approaches like CX and CUR to raw, profile spectra, a
multitude of previously-ignored features can be considered. As can be seen in Figure 32d,
the zoomed in portion of the leverage score overlaid with the total intensity spectra shows
a large number of recognizable features with high intensity. Strikingly, only one of these
features has a high leverage score. This prioritization allows accelerated interpretation
of results by pointing a researcher towards which ions might be most informative in a
mathematically more objective manner.

7.2.3  Results on Plant dataset

Finally, we present the science results for the terabyte-sized plant dataset used in Sec-
tion 6.3. The size of the dataset is approximately 2.5¢5 by 1.6e7 (511-by-507 spatial pixels
by 460342 m /z channels by 200 ion mobility channels).

Again, the rows and columns of our data matrix A correspond to pixels and (7, m/z)
values of ions, respectively. We compute the CX decompositions of both A and AT in
order to identify important ions in addition to important pixels.

In Figure 33a, we present the distribution of the normalized ion leverage scores marginal-
ized over 7. That is, each score corresponds to an ion with m/z value shown in the x-axis.
Leverage scores of ions in three narrow regions have significantly larger magnitude than
the rest. This indicates that these ions are more informative and should be kept as basis
for reconstruction. Encouragingly, several other ions with significant leverage scores are
chemically related to the ions with highest leverage scores. For example, the ion with
an m/z value of 453.0983 has the second highest leverage score among the CX results.
Also identified as having significant leverage scores are ions at m/z values of 439.0819,
423.0832, and 471.1276, which correspond to neutral losses of CHy, CH,O, and a neutral
“gain” of HyO from the 453.0983 ion. These relationships indicate that this set of ions, all
identified by CX as having significant leverage scores, are chemically related. That fact
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indicates that these ions may share a common biological origin, despite having distinct
spatial distributions in the plant tissue sample.

On the other hand, we observed that the pixel leverage scores are fairly uniform (not
shown here). This is not surprising since similar pixels tend to have similar and small
individual scores. An implication is that the length scales of spatial variation for most
detected ions is much larger than the pixel size used for data acquisition. However, for
each region that contains similar pixels, the total leverage score (sampling probability)
will still be higher if such a region is more important in the reconstruction. Therefore, a
random sample is still able to capture which larger-scale regions contain higher densities
of important pixels, by sampling more pixels from the region as shown in Figure 33b.
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(d) Zoom-in version of panel (b) and (c) with m/z value ranging from 866.02 to 866.75

Figure 32: Quality of the normalized leverage scores using Algorithm 4 with 4 = 5 on the raw lunch
dataset. In panel A, we select 4 ions that are the most representative from the 30 most
important ions returned by running deterministic CX decomposition. In panel B, we plot
the approximate normalized leverage scores versus the 11/z value. The ions with highest
leverage scores are marked by red stars. Note, for a group of ions with similar m/z values
and high leverage scores, only the one with the highest leverage score is plotted. In panel
C, the total sensitivities are plotted. The same ions marked in panel B are marked. In
panel D, a zoom-in version of panel B,C when the m/z value is ranging from 866.02
to 866.75 is shown. The black and red curves are the leverage scores and sensitivities,
respectively.
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(a) Normalized ion leverage scores

(b) Visualization of important pixels

Three narrow regions of m/z account for 59.3% of the total probability mass; (b) Plot
of 10000 points sampled by leverage score. Color and luminance of each point indicates
density of points at that location as determined by a Gaussian kernel density estimate.
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Part III

OTHER WORKS FOR LARGE-SCALE DATA
APPLICATIONS



QUASI-MONTE CARLO FEATURE MAPS FOR SHIFT-INVARIANT
KERNELS

Kernel methods [SSo2; Wahgo] offer a comprehensive suite of mathematically well-founded
non-parametric modeling techniques for a wide range of problems in machine learn-
ing. These include nonlinear classification, regression, clustering, semi-supervised learn-
ing [BNSo6], time-series analysis [Paryo], sequence modeling [Son+10], dynamical sys-
tems [BGG13], hypothesis testing [Har+13], causal modeling [Zha+11] and many more.

However, there is a steep price to these elegant generalizations in terms of scalability.
Consider, for example, least squares regression given n data points {(x;, y;)}? ; and as-
sume that n >> d. The complexity of linear regression training using standard least squares
solvers is O(nd?) with O(nd) memory requirements and O(d) prediction speed on a test
point. Its kernel-based nonlinear counterpart, however, requires solving a linear system
involving the Gram matrix of the kernel function (defined by K;; = k(x;, xj)). In general,
this incurs O(n® + n2d) complexity for training, O(n?) memory requirements, and O(nd)
prediction time for a single test point—none of which is particularly appealing in “big
data” settings. Similar conclusions apply to other algorithms such as Kernel PCA.

This is rather unfortunate because non-parametric models, such as the ones produced
by kernel methods, are particularly appealing in big data settings as they can adapt to
the full complexity of the underlying domain, as uncovered by increasing dataset sizes.
It is well known that imposing strong structural constraints upfront for the purpose of
allowing an efficient solution (in the above example: a linear hypothesis space) often lim-
its, both theoretically and empirically, the potential to deliver value on large amounts of
data. Thus, as big data becomes pervasive across a number of application domains, it has
become necessary to develop highly scalable algorithms for kernel methods.

In this chapter, we consider the problem of improving the efficiency of randomized
Fourier feature maps [RRo8] to accelerate training and testing speed of kernel methods
on large datasets. These approximate feature maps arise as Monte Carlo approximations
to integral representations of shift-invariant kernel functions (e.g., Gaussian kernel). We
propose to use Quasi-Monte Carlo (QMC) approximations instead, where the relevant
integrands are evaluated on a low-discrepancy sequence of points as opposed to random
point sets as in the Monte Carlo approach. We derive a new discrepancy measure called
box discrepancy based on theoretical characterizations of the integration error with respect
to a given sequence.

We provide background on kernel methods, random Fourier feature maps, and Quasi-
Monte Carlo technique in Section 8.1 and Section 8.2. Main algorithm and main theoretical
results are presented in Section 8.3. In Section 8.4 we discuss learning adaptive QMC
sequences to improve the algorithm further. Finally, empirical results are presented in
Section 8.5. The material in this chapter appears in Yang et al. [Yan+14a] and Avron et al.
[Avr+16].

Note that in this chapter, we use slightly different notation. In a sequence of vectors, we
use w' to denote the i-th element of the sequence and use w; to denote the j-th coordinate

of vector w'. Given a vector x, we use x; to denote the i-th coordinate of x.
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8.1 BACKGROUND ON KERNEL METHODS AND RANDOM FOURIER FEATURE MAPS

The central object of kernel methods is a kernel function k : X x & — R defined on an
input domain X C R%.* The kernel k is (non-uniquely) associated with an embedding of
the input space into a high-dimensional Hilbert space A (with inner product (-, -)3) via a
feature map, ¥ : X — H, such that

k(x,z) = (¥(x), ¥(2))n-

Standard regularized linear statistical models in H then provide nonlinear inference with
respect to the original input representation. The algorithmic basis of such constructions
are classical Representer Theorems [Wahgo; SSo2] that guarantee finite-dimensional solu-
tions of associated optimization problems, even if H is infinite-dimensional.

Recent years have seen intensive research on improving the scalability of kernel meth-
ods. In this work, we revisit one of the most successful techniques, namely the random-
ized construction of a family of low-dimensional approximate feature maps proposed
by Rahimi and Recht [RRo8]. These randomized feature maps, Y.x - C, provide
low-distortion approximations for (complex-valued) kernel functions k : X x X — C:

k(x,z) = (¥(x), ¥ (2))c:, (8.1)

where C° denotes the space of s-dimensional complex numbers with the inner prod-
uct, (&, B)cs = iy «;B;, with z* denoting the conjugate of the complex number z. (Al-
though Rahimi and Recht [RRo8] also define real-valued feature maps for real-valued ker-
nels, our technical exposition is simplified by adopting the generality of complex-valued
features.) The mapping ¥(-) is now applied to each of the data points to obtain a ran-
domized feature representation of the data. We then apply a simple linear method to
these random features. That is, if our data is {(x/, ')}’ we learn on {(z/,y')} |, where
z' = ¥(x'). As long as s is sufficiently smaller than 7, this leads to more scalable solu-
tions, e.g., for regression we get back to O(ns?) training and O(sd) prediction time, with
O(ns) memory requirements. This technique is immensely successful, and has been used
in recent years to obtain state-of-the-art accuracies for some classical data sets [Hua+14;
AS15].

The starting point of [RR08] is a celebrated result that characterizes the class of positive
definite functions.

Definition 8.1. A function g : R? — C is a positive definite function if for any set of n points
x!,...,x" € RY, the n x n matrix A defined by Ajj = g(x' — xJ) is positive semidefinite.

Theorem 8.2 (Bochner [Boc33]). A complex-valued function g : R +— C is positive definite if
and only if it is the Fourier Transform of a finite non-negative Borel measure u on RY, i.e.,

g) = fx) = |

. e_ixdey(w), Vx € RY.
R

Without loss of generality, we assume henceforth that () is a probability measure with
associated probability density function p(-).

A kernel function k : R? x R? + C on R is called shift-invariant if k(x,z) = g(x — z)
for some positive definite function g : R? — C. Bochner’s theorem implies that a scaled

1 In fact, X' can be a rather general set. However, here it is restricted to being a subset of R?.
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shift-invariant kernel can therefore be put into one-to-one correspondence with a density
p(-) such that

k(x,z) =g(x—z) = /d e_i(x_z)Twp(w)dw. (8.2)
JR
For the most notable member of the shift-invariant family of kernels, the Gaussian kernel

llx—zI3
k(x,z)=e 27,

the associated density is again Gaussian V(0,07 21,).
The integral representation of kernel (8.2) may be approximated as follows:

k(x,z) = /]Rd e—i(x—z)Twp(w)dw

Q

through the feature map

- 1 ; i TS
Ys(x) = 7 [e_”‘Twl emixTw } e C’. (8.3)

The subscript S denotes dependence of the feature map on the sequence S = {w!,...,w'}.

The goal of this work is to improve the convergence behavior of this approximation, so
that a smaller s can be used to get the same quality of approximation to the kernel function.
This is motivated by recent work showing that in order to obtain state-of-the-art accuracy
on some important data sets, a very large number of random features is needed [Hua+14;
AS15].

Our point of departure from the work of Rahimi and Recht [RRo8] is the simple ob-
servation that when w!,...,w* are drawn from the distribution defined by the density
function p(-), the approximation (8.3) may be viewed as a standard Monte Carlo (MC)
approximation to the integral representation of the kernel. Instead of using plain MC
approximation, we propose to use the low-discrepancy properties of Quasi-Monte Carlo
(QMC) sequences to reduce the integration error in approximations of the form (8.3). A
self-contained overview of Quasi-Monte Carlo techniques for high-dimensional integra-
tion problems is provided in the next section.

8.2 QUASI-MONTE CARLO TECHNIQUES: AN OVERVIEW

In this section we provide a self-contained overview of Quasi-Monte Carlo (QMC) tech-
niques. For brevity, we restrict our discussion to background that is necessary for un-
derstanding subsequent sections. We refer the interested reader to the excellent reviews
by Caflisch [Cafg8] and Dick, Kuo, and Sloan [DKS13], and the recent book Leobacher
and Pillichschammer [LP14] for a much more detailed exposition.

Consider the task of computing an approximation of the integral

La[f] = f(x)dx (8.4)

[0,1)4
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Figure 34: Comparison of MC and QMC sequences.

One can observe that if x is a random vector uniformly distributed over [0, 1] then I;[f] =
E [f(x)]. An empirical approximation to the expected value can be computed by drawing
a random point set S = {w',...,w’} independently from [0,1]¢ and computing

1
Ll = 5 ¥ f(w).
wes
This is the Monte Carlo (MC) method.
Define the integration error with respect to the point set S as

eslfl = la(f) = Is(f)l-

When S is drawn randomly, the Central Limit Theorem asserts that if s = |S| is large
enough then es[f] =~ o[f]s~1/?v, where v is a standard normal random variable and c/[f]
is the square-root of the variance of f; that is,

] = |

(01}

(f(x) = La(f))? dx.

In other words, the root mean square error of the Monte Carlo method is

(Es [esl?]) " ~ otr1s2 ©:5)

Therefore, the Monte Carlo method converges at a rate of O(s’l/ 2).

The aim of QMC methods is to improve the convergence rate by using a deterministic
low-discrepancy sequence to construct S, instead of randomly sampling points. The underly-
ing intuition is illustrated in Figure 34, where we plot a set of 1000 two-dimensional ran-
dom points (left graph), and a set of 1000 two-dimensional points from a quasi-random
sequence (Halton sequence; right graph). In the random sequence we see that there is an
undesired clustering of points, and as a consequence empty spaces. Clusters add little to
the approximation of the integral in those regions, while in the empty spaces the inte-
grand is not sampled. This lack of uniformity is due to the fact that Monte Carlo samples
are independent of each other. By carefully designing a sequence of correlated points to
avoid such clustering effects, QMC attempts to avoid this phenomenon, and thus provide
faster convergence to the integral.
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The theoretical apparatus for designing such sequences are inequalities of the form

es(f) <D(S)V(S),

in which V(f) is a measure of the variation or difficulty of integrating f(-) and D(S) is a
sequence-dependent term that typically measures the discrepancy, or degree of deviation
from uniformity, of the sequence S. For example, the expected Monte Carlo integration
error decouples into a variance term, and s~1/2 as in (8.5).

A prototypical inequality of this sort is the following remarkable and classical result.

Theorem 8.3 (Koksma-Hlawka inequality). For any function f with bounded variation, and
sequence S = {wl,. .., W}, the integration error is bounded above as follows,

es(f] < D*(S)Vuklf],

where Vg is the Hardy-Krause variation of f (see Niederreiter [Nieg2]), which is defined in
terms of the partial derivatives

Vhk(f] = 2 /[0,1]\”

IC[d)I#D

of

o duy, (8.6)

u]‘:1,j$1
and D* is the star discrepancy defined by

D*(S) = sup |disrg(x)],
x€[0,1]4

where disrg is the local discrepancy function

disrg(x) = Vol(Jy) — I{lws—efx}l

and Jx = [0,x1) x [0,x2) X -+ x [0,x;) with Vol(Jx) = H;-izl Xj.

Given x, the second term in disrg(x) is an estimate of the volume of ], which will be
accurate if the points in S are uniform enough. D*(S) measures the maximum difference
between the actual volume of the subregion J, and its estimate for all x in [0, 1]%.

An infinite sequence w!,w?, ... is defined to be a low-discrepancy sequence if, as a func-
tion of s, D*({w',...,w*}) = O((logs)?/s). Several constructions are known to be low-
discrepancy sequences. One notable example is the Halton sequences, which are defined as
follows. Let py, ..., pg be the first d prime numbers. The Halton sequence w',w?, ... of

dimension d is defined by ‘
w' = (pp, (i), -, Pp, (1)),
where for integers i > 0 and b > 2 we have
‘Pb(i) = Z iab™",

a=1

in which ip,i1,--- € {0,1,...,b — 1} is given by the unique decomposition

[o0]
i=Y i
a=1
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It is outside the scope to describe all these constructions in detail. However, we mention
that in addition to the Halton sequences, other notable members are Sobol” sequences, Faure
sequences, Niederreiter sequences, and more (see Dick, Kuo, and Sloan [DKS13], Section 2).
We also mention that it is conjectured that the O((logs)? /s) rate for star discrepancy decay
is optimal.

The classical QMC theory, which is based on the Koksma-Hlawka inequality and low
discrepancy sequences, thus achieves a convergence rate of O((logs)?/s). While this is
asymptotically superior to O(s~1/2) for a fixed d, it requires s to be exponential in d
for the improvement to manifest. As such, in the past QMC methods were dismissed as
unsuitable for very high-dimensional integration.

However, several authors noticed that QMC methods perform better than MC even for
very high-dimensional integration [DKS13].> Contemporary QMC literature explains and
expands on these empirical observations, by leveraging the structure of the space in which
the integrand function lives, to derive more refined bounds and discrepancy measures,
even when classical measures of variation such as (8.6) are unbounded. This literature has
evolved along at least two directions: one, where worst-case analysis is provided under
the assumption that the integrands live in a Reproducing Kernel Hilbert Space (RKHS)
of sufficiently smooth and well-behaved functions (see Dick, Kuo, and Sloan [DKS13],
Section 3) and second, where the analysis is done in terms of average-case error, under an
assumed probability distribution over the integrands, instead of worst-case error [Wozgz;
TWo4]. We refrain from more details, as these are essentially the paths that the analysis
in Section 8.3.2 follows for our specific setting.

83 MAIN ALGORITHM AND MAIN THEORETICAL RESULTS

8.3.1  QMC Feature Maps: Our Algorithm

We assume that the density function in (8.2) can be written as p(x) = I—[}i:l pj(x;), where
pj(-) is a univariate density function. The density functions associated with many shift-
invariant kernels, e.g., Gaussian, Laplacian and Cauchy, admit such a form.

The QMC method is generally applicable to integrals over a unit cube. Thus, inte-
grals of the form (8.2) are typically handled by generating a low discrepancy sequence
t!,...,t° € [0,1]% and transforming it into a sequence w', ..., w® in RY, instead of drawing
the elements of the sequence from p(-) as in the MC method.

To convert (8.2) to an integral over the unit cube, a simple change of variables suffices.
Fort € ]Rd, define

o(1) = (q>;1(t1),...,q>;1(td)) eRY, (8.7)

where ®;(-) is the cumulative distribution function (CDF) of p;(-), for j = 1,...,d. By
setting w = ®~1(t), then we can write (8.2) as

—i(x—2)Tw _ —i(x—2)T®~1(t)
/IRd e p(w)dw /[0,1]d e dt.

Also see: “On the unreasonable effectiveness of QMC", 1. H. Sloan https://mcgmc.mimuw.edu.pl/
Presentations/sloan.pdf
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Algorithm 12 Quasi-Random Fourier features

: Input: Shift-invariant kernel k, size s.

. Output: Feature map ¥(x) : R? s C°.

: Find p, the inverse Fourier transform of k.

. Generate a low discrepancy sequence t, ..., °.
. Transform the sequence: w' = ®~1(#) by (8.7).

: Set 1%’(_)C) — \/g [e—ixTw1’ o ,e—iXTws:| .

7: Return ¥(x).

S U A W N R

Thus, a low discrepancy sequence t,...,t° € [0,1]% can be transformed using w' =
®~1(#), which is inserted into (8.3) to yield the QMC feature map. This simple procedure
is summarized in Algorithm 12. QMC feature maps are analyzed in the next section.

8.3.2  Theoretical Analysis and Average Case Error Bounds

The proofs for assertions made in this section and the next can be found in the Appendix D.
Before diving into the details, we give the notation. We use i both for subscript and for
denoting v/—1, relying on the context to distinguish between the two. Given x1,...,x",

the Gram matrix is defined as K € R"*" where Kij = k(xi, xj) fori,j=1,...,n. We denote
Z ,—z

the error function by erf(-), ie., erf(z) = [je *dz for z € C; see Weideman [Weig4] for
more details.

In “MC sequence” we mean points drawn randomly either from the unit cube or certain
distribution that will be clear from the text. For “QMC sequence” we mean a deterministic
sequence designed to reduce the integration error. Typically, it will be a low-discrepancy
sequence on the unit cube.

It is also useful to recall the definition of Reproducing Kernel Hilbert Space (RKHS).

Definition 8.4 (Reproducing kernel Hilbert space [BTAo4]). A reproducing kernel Hilbert
space (RKHS) is a Hilbert Space H : X — C that possesses a reproducing kernel, i.e., a function
h: X x X — C for which the following hold for all x € X and f € H:

* h(x,-)eH
* (f,h(x,-))y = f(x) (Reproducing Property)

Equivalently, RKHSs are Hilbert spaces with bounded, continuous evaluation function-
als. Informally, they are Hilbert spaces with the nice property that if two functions f,g € H
are close in the sense of the distance derived from the norm in H (i.e., ||f — g||% is small),
then their values f(x), g(x) are also close for all x € X; in other words, the norm controls
the pointwise behavior of functions in H [BTAo4].

The goal of this section is to develop a framework for analyzing the approximation
quality of the QMC feature maps described in the previous section (Algorithm 12). We
need to develop such a framework since the classical Koksma-Hlawka inequality cannot
be applied to our setting, as the following proposition shows:

Proposition 8.5. For any p(x) = H]’@lzl pj(x;j), where p;(-) is a univariate density function, let

OL(t) = (cp;l(tl),...,@;l(td)) .
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For a fixed u € RY, consider f,(t) = e @) ¢ ¢ [0, 1]. The Hardy-Krause variation of f,(-)
is unbounded. That is, one of the integrals in the sum (8.6) is unbounded.

Our framework is based on a new discrepancy measure, box discrepancy, that character-
izes integration error for the set of integrals defined with respect to the underlying data
domain. Throughout this section we use the convention that S = {w!,...,w"}, and the
notation ¥ = {x —z | x,z € X'}.

Given a probability density function p(-) and S, we define the integration error € ,[f]
of a function f(-) with respect to p(-) and the s samples as,

esplf] = ‘ [ Fpx)dx - igﬂwl‘)

We are interested in characterizing the behavior of €5 ,[f] on f € F where

Fp= {fu(x) =Xy € )?}.

As is common in modern QMC analysis [LP14; DKS13], our analysis is based on setting
up a Reproducing Kernel Hilbert Space of “nice" functions that is related to integrands
that we are interested in, and using properties of the RKHS to derive bounds on the
integration error. In particular, the integration error of integrands in an RKHS can be
bounded using the following proposition.

Proposition 8.6 (Integration error in an RKHS). Let H be an RKHS with kernel h(-, -). Assume
that k = sup,.pa h(x, x) < 00. Then, for all f € H we have,

€splf] < |Ifll#Dnp(S), (8.8)
where
, 1. 2
D, ,(S)? = h(w, - do—-Y h(w',- 8.
() H-/W (. ple)deo = S bl )| (59)

28 I
= Joo Jeu @ PRI @)dp =23 [ bl )l
1 8.8 ]
—I—S—z ) Zh(w ,w!).
I=1j=1
Remark 10. In the theory of RKHS embeddings of probability distributions [Sri+10], the function
b (%) = [ (e, x)p()de

is known as the kernel mean embedding of p(-). The function

R 1
finps(x) = " Y h(w!,x)

=1

is then the empirical mean map.
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The RKHS we use is as follows. For a vector b € R?, let us define (b = {u € R | luj| <
bi}. Let
]

Fop = {fu(x) = e_i”Tx, uc Db} ,

and consider the space of functions that admit an integral representation over Fr, of the
form

f(x) = o f(u)e*i”Txdu where f(u) € Ly(0b). (8.10)

This space is associated with bandlimited functions, i.e., functions with compactly-supported
inverse Fourier transforms, which are of fundamental importance in the Shannon-Nyquist
sampling theory. Under a natural choice of inner product, these spaces are called Paley-
Wiener spaces and they constitute an RKHS [BTAo4; Yao67].

Proposition 8.7 (Kernel of Paley-Wiener RKHS). By PWj, denote the space of functions which
admit the representation in (8.10), with the inner product (f,g)pw, = (27) (f,8)1,(cm)- PWe
is an RKHS with kernel function,

sincy (u,v) = m4 li[ M

=1 Uj—j

For notational convenience, in the above we define sin(b - 0) /0 to be b. Furthermore, (f,g)pw, =
(f,8) 1, (0)-

If bj = sup,,. ¢ |uj| then X C Ob, so Fy C Fp. Since we wish to bound the integration
error on functions in Fy, it suffices to bound the integration error on F,. Unfortunately,
while Fp, defines PW,, the functions in it, being not square integrable, are not members
of PWj, so analyzing the integration error in PW), do not directly apply to them. However,
damped approximations of f,(-) of the form f,(x) = e~ *sinc(Tx) are members of
PW,, with ||f|pw, = % Hence, we expect the analysis of the integration error in PWj, to
provide provide a discrepancy measure for integrating functions in Fr,.

For PW), the discrepancy measure Dy, g in Proposition 8.6 can be written explicitly.

Theorem 8.8 (Discrepancy in PW,,). Suppose that p(-) is a probability density function, and
that we can write p(x) = H?Zl pj(x;) where each p;(-) is a univariate probability density function
as well. Let @;(-) be the characteristic function associated with p;(-). Then,

d bj
Dan,p(5 = 711 [ lo(B)Pdp -
j=177b

1 8.8 .
- Z sinc, (w!, w'). (8.11)
=1

N
I
—
-

This naturally leads to the definition of the box discrepancy, analogous to the star dis-
crepancy described in Theorem 8.3.

Definition 8.9 (Box discrepancy). The box discrepancy of a sequence S with respect to p(-) is
defined as,
D" (S) = Dsine, »(S)-
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For notational convenience, we generally omit the b from DEZ’(S ) as long as it is clear
from the context.

The worse-case integration error bound for Paley-Wiener spaces is stated in the follow-
ing as a corollary of Proposition 8.6. As explained earlier, this result not yet apply to
functions in F;, because these functions are not part of PW,. Nevertheless, we state it
here for completeness.

Corollary 8.10 (Integration error in PW;). For f € PW, we have

esplf) < I fllpw, Dy (S)-

Our main result shows that the expected square error of an integrand drawn from a
uniform distribution over Frj, is proportional to the square discrepancy measure DE(S).
This result is in the spirit of similar average case analysis in the QMC literature [Wozg1;
TWo4].

Theorem 8.11 (Average case error). Let U(Fry) denote the uniform distribution on Fry,. That
is, f ~ U(Fryp) denotes f = f, where f,(x) = e~*'* and u is randomly drawn from a uniform
distribution on Ob. We have,

7Td 0

= — S)2.
Tl

]Efwu(}—mh) {eSrP [f]z}

We now give an explicit formula for DE(S) for the case that p(-) is the density function
of the multivariate Gaussian distribution with zero mean and independent components.
This is an important special case since this is the density function that is relevant for the
Gaussian kernel.

Corollary 8.12 (Discrepancy for Gaussian distribution). Let p(-) be the d-dimensional multi-

variate Gaussian density function with zero mean and covariance matrix equal to diag (o, 2., (7{;2).

We have,
O/c)2 1 ¢y 1o
D,(8)* = S—ZZZsmcb(w,w])—
I=1j=1
2 & b
- cjiRe | erf [ ——= —i——= +
o (o7
[T ert (2 (8.12)
erf | 2|, 12
12V 7j
where

Intuitively, the box discrepancy of the Gaussian kernel can be interpreted as follows. The
function sinc(x) = sin(x)/x achieves its maximum at x = 0 and minimizes at discrete
values of x decaying to o as |x| goes to co. Hence the first term in (8.12) tends to be
minimized when the pairwise distance between w/ are sufficiently separated. Due to the
shape of cumulative distribution function of Gaussian distribution, the values of H =
®(w) (j=1,...,s) are driven to be close to the boundary of the unit cube. As for second
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term, the original expression is —2 Y% | [ h(w',w)p(w)dw. This term encourages the
sequence {w'} to mimic samples from p(w). Since p(w) concentrates its mass around
w = 0, the w/ also concentrates around 0 to maximize the integral and therefore the values
of t/ = ®(w!) (j=1,...,s) are driven closer to the center of the unit cube. Sequences with
low box discrepancy therefore optimize a tradeoff between these competing terms.

Two other shift-invariant kernel that have been mentioned in the machine learning lit-
erature is the Laplacian kernel [RRo8] and Matern kernel [LSS13]. The distribution associ-
ated with the Laplacian kernel can be written as a product p(x) = [T%_, pj(x;), where p;(-)
is density associated with the Cauchy distribution. The characteristic function is simple
(@(ﬁ) = B/ 9) so analytic formulas like (8.12) can be derived. The distribution associ-
ated with the Matern kernel, on the other hand, is the multivariate t-distribution, which
cannot be written as a product p(x) = [T%_, pj(x;), so the presented theory does not apply
to it.

DISCREPANCY OF MONTE-CARLO SEQUENCES.

We now derive an expression for the expected discrepancy of Monte-Carlo sequences,
and show that it decays as O(s~!/2). This is useful since via an averaging argument we
are guaranteed that there exists sets for which the discrepancy behaves O(s~1/2).

Corollary 8.13. Suppose t',...,t° are chosen uniformly from [0,1]%. Let w' = ®~L(t), for
i=1,...,s. Assume that x = sup,ga h(x,x) < co. Then

E D1y (57] = ¢ [ hwwpt@yido— [ [ bl p)p@)pig)dds,

S

Again, we can derive specific formulas for the Gaussian density. The following is straight-
forward from Corollary 8.13. We omit the proof.

Corollary 8.14. Let p(-) be the d-dimensional multivariate Gaussian density function with zero
mean and covariance matrix equal to diag (o 2., 0';2), Suppose t1,. .., t° are chosen uniformly

from [0,1]%. Let w' = ®~1(#), fori = 1,...,s. Then,

orey2] _ 1 [ ay g j
]E[DP(S)}:E T Hbj—Hz\/Eerf ;j . (8.13)
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For simplicity, in this section we assume that p(-) is the density function of Gaussian
distribution with zero mean. We also omit the subscript p from DE. Similar analysis and
equations can be derived for other density functions.

Error characterization via discrepancy measures like (8.12) is typically used in the QMC
literature to prescribe sequences whose discrepancy behaves favorably. It is clear that
for the box discrepancy, a meticulous design is needed for a high quality sequence and
we leave this to future work. Instead, in this work, we use the fact that unlike the star
discrepancy (8.3), the box discrepancy is a smooth function of the sequence with a closed-
form formula. This allows us to both evaluate various candidate sequences, and select
the one with the lowest discrepancy, as well as to adaptively learn a QMC sequence that is
specialized for our problem setting via numerical optimization. The basis is the following
proposition, which gives an expression for the gradient of D"(S).
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Proposition 8.15 (Gradient of box discrepancy). Define the following scalar functions and
variables,

sind(z) = cos(z) _ s1n(z)’ singy,(z) = %sinc’(bz) ;

z
0j .
C]' = ﬁ ,]:1,...,d;
of b; oix
] 42 1
(x) = ce 7Y R fl—_ i~ ;
) = ( lm ﬁD

j
2 202

! = — 2 . O U] in(b:x).

gi(x) o7 xgj(x) + 4/ —cjoje sin(b;x)

In the above, we define sinc’ (0) to be 0. Then, the elements of the gradient vector of DV are given
by,

aDD 2 S . ’ I m . 1 m
S = 572 b]-smcbj(w]-,w]-)Hsmeq(wq,wq) _
j m=1 7]
m#l
2 ,
~gj(wp) (ng(wlq)> : o
q97]

We explore two possible approaches for finding sequences based on optimizing the
box discrepancy, namely global optimization and greedy optimization. The latter is closely
connected to herding algorithms [Welog]. In addition, we also consider weighted sequences.

8.4.1  Global Adaptive Sequences

The task is posed in terms minimization of the box discrepancy function (8.12) over the
space of sequences of s vectors in IR¥:

S* = argmins:(wlmws)eRdg DD(S)

The gradient can be plugged into any first order numerical solver for non-convex opti-
mization. We use nonlinear conjugate gradient in our experiments (Section 8.5.2).

The above learning mechanism can be extended in various directions. For example,
QMC sequences for n-point rank-one Lattice Rules [DKS13] are integral fractions of a
lattice defined by a single generating vector v. This generating vector may be learnt via
local minimization of the box discrepancy.

8.4.2  Greedy Adaptive Sequences

Starting with So = @, for t > 1, let 5; = {wl, s, wt}. At step t + 1, we solve the following

optimization problem,

t+1

w' = argmin, s D7 (S¢ U {w}). (8.15)
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Set S;11 = St U {w!*1} and repeat the above procedure. The gradient of the above objective
is also given in (8.14). Again, we use nonlinear conjugate gradient in our experiments
(Section 8.5.2).

The greedy adaptive procedure is closely related to the herding algorithm, recently
presented by Welling [Welog]. Applying the herding algorithm to PW), and p(-), and using
our notation, the points wl w?, ... are generated using the following iteration

w't e argmax(z(-), h(w, ")) pw,
weR?
2lx) = z(x)+ i (x) — h(w, x).

In the above, 20,2, ... is a series of functions in PW;,. The literature is not specific on the

initial value of z°, with both z0 = 0 and 2 = Hn,p suggested. Either way, it is always the
case that zf = 20 + t(pn,p — fin,p,s,) Where Sp = {w!,..., w'}.

Chen, Welling, and Smola [CWS10] showed that under some additional assumptions,
2
o
which, recall, is equal to Dh,p(St). Thus, under certain assumptions, herding and (8.15)
are equivalent. Chen, Welling, and Smola [CWS10] also showed that under certain restric-
tions on the RKHS, herding will reduce the discrepancy in a ratio of O(1/t). However, it
is unclear whether those restrictions hold for PW,, and p(-). Indeed, Bach, Lacoste-Julien,
and Obozinski [BLO12] recently shown that these restrictions never hold for infinite-
dimensional RKHS, as long as the domain is compact. This result does not immediately
apply to our case since R is not compact.

the herding algorithm, when applied to a RKHS H, greedily minimizes H Hip = Bhp,s,

8.4.3 Weighted Sequences

Classically, Monte-Carlo and Quasi-Monte Carlo approximations of integrals are unweighted,
or more precisely, have a uniform weights. However, it is quite plausible to weight the ap-
proximations, i.e. approximate I;[f] = |, 01 f (x)dx using

o

1]
=

Il
0=
™
=

<

(8.16)
i=1

where & = {&1,...,{s} C Ris a set of weights. This lead to the feature map

Ys(x) = [\/ae*"xTwl \/ae*ixTws] :

This construction requires ¢; > 0 for i = 1,...,s, although we note that (8.16) itself does
not preclude negative weights. We do not require the weights to be normalized, that is it
is possible that Y3} _; ¢; # 1.
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One can easily generalize the result of the previous section to derive the following
discrepancy measure that takes into consideration the weights

d h]-
DRb(s,E)2 = n‘dH/b |9;(B)[Pdp —
j=1"" J

S

d b iw!
20m Y all [ o) Fap+

=1 j=177b
s s )
Z Z &igj sinc, (w!, w').
I=1j=1

Using this discrepancy measure, global adaptive and greedy adaptive sequences of points
and weights can be found.

However, we note that if we fix the points, then optimizing just the weights is a simple
convex optimization problem. The box discrepancy can be written as

Db(s,E —n*d]’[/ |(p] B)|%dp — 20T¢ + &THE,

where ¢ € R® has entry i equal to ¢;, v € R® and H € R®*® are defined by

Hij = Sian (wl, w/)

(27) dn/ elwfﬁd‘B

The ¢ that minimizes DDZ’(S,H) is equal to H 1o, but there is no guarantee that & > 0
for all i. We need to exphc1tly impose these conditions. Thus, the optimal weights can be
found by solving the following convex optimization problem

5 = argming,gs ETHE —20T¢ st E>0. (8.17)

Selecting the weights in such a way is closely connected to the so-called Bayesian Monte
Carlo (BMC) method, originally suggested by Ghahramani and Rasmussen [GRo3]. In
BMC, a Bayesian approach is utilized in which the function is a assumed to be random
with a prior that is a Gaussian Process. Combining with the observations, a posterior
is obtained, which naturally leads to the selection of weights. Huszdr and Duvenaud
[HD12] subsequently pointed out the connection between this approach and the herding
algorithm discussed earlier.

We remark that as long as all the weights are positive, the hypothesis space of functions
induced by the feature map (that is, {gw(x) = ¥I(x)w, w € R®}) will not change in terms
of the set of functions in it. However, the norms will be affected (that is, the norm of a

function in that set also depends on the weights), which in turn affects the regularization.
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In this section we report experiments with both classical QMC sequences and adaptive
sequences learnt from box discrepancy minimization.
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8.5.1  Experiments With Classical QMC Sequences

We examine the behavior of classical low-discrepancy sequences when compared to ran-
dom Fourier features (i.e., MC). We consider four sequences: Halton, Sobol’, Lattice Rules,
and Digital Nets. For Halton and Sobol’, we use the implementation available in MAT-
LAB.3 For Lattice Rules and Digital Nets, we use publicly available implementations.*
For all four low-discrepancy sequences, we use scrambling and shifting techniques rec-
ommended in the QMC literature (see Dick, Kuo, and Sloan [DKS13] for details). For
Sobol’, Lattice Rules and Digital Nets, scrambling introduces randomization and hence
variance. For Halton sequence, scrambling is deterministic, and there is no variance. The
generation of these sequences is extremely fast, and quite negligible when compared to
the time for any reasonable downstream use. For example, for census data set with size
18,000 by 119, if we choose the number of random features s = 2000, the running time
for performing kernel ridge regression model is more than 2 minutes, while the time of
generating the QMC sequences is only around o.2 seconds (Digital Nets sequence takes
longer, but not much longer) and that of MC sequence is around 0.01 seconds. Therefore,
we do not report running times as these are essentially the same across methods.

In all experiments, we work with a Gaussian kernel. For learning, we use regularized
least square classification on the feature mapped data set, which can be thought of as
a form of approximate kernel ridge regression. For each data set, we performed 5-fold
cross-validation when using random Fourier features (MC sequence) to set the bandwidth
o, and then used the same ¢ for all other sequences.

8.5.1.1  Quality of Kernel Approximation

In our setting, the most natural and fundamental metric for comparison is the quality of
approximation of the Gram matrix. We examine how close K (defined by Kij = k(x',x/)
where k(-,-) = (¥5(), ¥s(+)) is the kernel approximation) is to the Gram matrix K of the
exact kernel.

We examine four data sets: cpu (6554 examples, 21 dimensions), census (a subset chosen
randomly with 5,000 examples, 119 dimensions), USPST (1,506 examples, 250 dimensions
after PCA) and MNIST (a subset chosen randomly with 5,000 examples, 250 dimensions af-
ter PCA). The reason we do subsampling on large data sets is to be able to compute the full
exact Gram matrix for comparison purposes. The reason we use dimensionality reduction
on MNIST is that the maximum dimension supported by the Lattice Rules implementation
we use is 250.

To measure the quality of approximation we use both ||K — K||»/|| K[| and
|K — K||r/||K||r- The plots are shown in Figure 35.

We can clearly see that except Sobol’ sequences classical low-discrepancy sequences consistently
produce better approximations to the Gram matrix than the approximations produced using MC
sequences. Among the four classical QMC sequences, the Digital Nets, Lattice Rules and
Halton sequences yield much lower error. Similar results were observed for other data
sets (not reported here). Although using scrambled variants of QMC sequences may incur
some variance, the variance is quite small compared to that of the MC random features.

Scrambled (whether deterministic or randomized) QMC sequences tend to yield higher
accuracies than non-scambled QMC sequences. In Figure 36, we show the ratio between
the relative errors achieved by using both scrambled and non-scrambled QMC sequences.

3 http://www.mathworks.com/help/stats/ quasi-random-numbers.html
4 http:/ /people.cs.kuleuven.be/ dirk.nuyens/qmec-generators/
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Figure 35: Relative error on approximating the Gram matrix measured in Euclidean norm and Frobe-
nius norm, i.e., ||[K — K|]2/||K|l2 and ||K — K||g/||K||F, for various s. For each kind of
random feature and s, 10 independent trials are executed, and the mean and standard
deviation are plotted.

As can be seen, scrambled QMC sequences provide more accurate approximations in most
cases as the ratio value tends to be less than one. In particular, scrambled Lattice sequence
outperforms the non-scrambled one across all the cases for larger values of s. Therefore,
in the rest of the experiments we use scrambled sequences.

8.5.1.2  Generalization Error

We consider two regression data sets, cpu and census, and use (approximate) kernel ridge
regression to build a regression model. The ridge parameter is set by the optimal value we
obtain via 5-fold cross-validation on the training set by using the MC sequence. Table 24
summarizes the results.

As we see, for cpu, all the sequences behave similarly, with the Halton sequence yielding
the lowest test error. For census, the advantage of using Halton sequence is significant
(almost 20% reduction in generalization error) followed by Digital Nets and Sobol’. In
addition, MC sequence tends to generate higher variance across all the sampling size.
Overall, QMC sequences, especially Halton, outperform MC sequences on these data sets.
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Figure 36: Ratio between relative errors on approximating the Gram matrix using both the scram-
bled and non-scambled version of the same QMC sequence for various s. The lower the
ratio value is, the more accurate the scrambled QMC approximation is. For each kind of
QMC sequences and s, 10 independent trails are executed, and the mean and standard
deviation are plotted.

Table 24: Regression error, i.e., || — y|l2/|y|l2 where § is the predicted value and y is the ground
truth. For each kind of random feature and s, 10 independent trials are executed, and the
mean and standard deviation are listed.

s HartoN SosoL’ LATTICE Dicit MC
100 0.0367 0.0383 0.0374 0.0376 0.0383
(o) (0.0015) (0.0010) (0.0010) (0.0013)
2 500 0.0339 0.0344 0.0348 0.0343 0.0349
18]
(o) (0.0005) (0.0007) (0.0005) (0.0009)
1000 | 00334 0.0339 0.0337 0.0335 0.0338
(o) (0.0007) (0.0004) (0.0003) (0.0005)
400 0.0529 0.0747 0.0801 0.0755 0.0791
(o) (0.0138) (0.0206) (0.0080) (0.0180)
w
=]
@ 1200 0.0553 0.0588 0.0694 0.0587 0.0670
3 (0) (0.0080) (0.0188) (0.0067) (0.0078)
1800 0.0498 0.0613 0.0608 0.0583 0.0600
(0) (0.0084)  (0.0129)  (0.0100) | (0.0113)
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When performed on classification data sets by using the same learning model, with a
moderate range of s, e.g., less than 2000, the QMC sequences do not yield accuracy im-
provements over the MC sequence with the same consistency as in the regression case.
The connection between kernel approximation and the performance in downstream appli-
cations is outside the scope of the current paper. Worth mentioning in this regard, is the
recent work by Bach [Bac13], which analyses the connection between Nystrom approx-
imations of the Gram matrix, and the regression error, and the work of El Alaoui and
Mahoney [EAM15] on kernel methods with statistical guarantees.

8.5.1.3 Behavior of Box Discrepancy

Next, we examine if DU is predictive of the quality of approximation. We compute the
normalized square box discrepancy values (i.e., nd(]—[}il bj)*lDD(S)Z) as well as Gram
matrix approximation error for the different sequences with different sample sizes s. The
expected normalized square box discrepancy values for MC are computed using (8.13).

Our experiments revealed that using the full [1b does not yield box discrepancy values
that are very useful. Either the values were not predictive of the kernel approximation,
or they tended to stay constant. Recall, that while the bounding box [Jb is set based
on observed ranges of feature values in the data set, the actual distribution of points
X encountered inside that box might be far from uniform. This lead us to consider the
discrepancy measure when measured on the central part of the bounding box (i.e., 0Jb/2
instead of [b), which is equal to the integration error averaged over that part of the
bounding box. Presumably, points from ¥ concentrate in that region, and they may be
more relevant for downstream predictive task.

The results are shown in Figure 37. In the top graphs we can see, as expected, increasing
number of features in the sequence leads to a lower box discrepancy value. In the bottom
graphs, which compare ||K — K||¢/||K| r to DP*/2, we can see a strong correlation between
the quality of approximation and the discrepancy value.

8.5.2  Experiments With Adaptive QMC Sequences

The goal of this subsection is to provide a proof-of-concept for learning adaptive QMC
sequences, using the three schemes described in Section 8.4. We demonstrate that QMC
sequences can be improved to produce better approximation to the Gram matrix, and that
can sometimes lead to improved generalization error.

Note that the running time of learning the adaptive sequences is less relevant in our
experimental setting for the following reasons. Given the values of s, d, b and o the op-
timization of a sequence needs only to be done once. There is some flexibility in these
parameters: d can be adjusted by adding zero features or by doing PCA on the input; one
can use longer or shorter sequences; and the data can be forced to a fit a particular bound-
ing box using (possibly non-equal) scaling of the features (this, in turn, affects the choice
of the ¢) . Since designing adaptive QMC sequences is data-independent with applicabil-
ity to a variety of downstream applications of kernel methods, it is quite conceivable to
generate many point sets in advance and to use them for many learning tasks. Further-
more, the total size of the sequences (s x d) is independent of the number of examples 7,
which is the dominant term in large scale learning settings.

We name the three sequences as Global Adaptive, Greedy Adaptive and Weighted respec-
tively. For Global Adaptive, the Halton sequence is used as the initial setting of the optimiza-
tion variables S. For Greedy Adaptive, when optimizing for w;, the ¢-th point in the Halton
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Figure 37: Discrepancy values (D7) for the different sequences on cpu and census. We measure
the discrepancy on the central part of the bounding box (we use [b/2 instead of b as
the domain in the box discrepancy).

sequence is used as the initial point. In both cases, we use nonlinear conjugate gradient to
perform numerical optimization. For Weighted, the initial features are generated using the
Halton sequence and we optimize for the weights. We used CVX [GB14] to compute the
sequence (solve (8.17)).

8.5.2.1  Quality of Kernel Approximation

In Figure 38 and Figure 39 we examine how various metrics (discrepancy, maximum
squared error, mean squared error, norm of the error) on the Gram matrix approximation
evolve during the optimization process for both adaptive sequences. Since learning the
adaptive sequences on data set with low dimensional features is more affordable, the
experiment is performed on two such data sets, namely, cpu and housing.

For Global Adaptive, we fixed s = 100 and examine how the performance evolves as
the number of iterations grows. In Figure 38a we examine the behavior on cpu. We see
that all metrics go down as the iteration progresses. This supports our hypothesis that by

optimizing the box discrepancy we can improve the approximation of the Gram matrix.

Figure 38b, which examines the same metrics on the scaled version of the housing data
set, has some interesting behaviors. Initially all metrics go down, but eventually all the
metrics except the box-discrepancy start to go up; the box-discrepancy continues to go
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Figure 38: Examining the behavior of learning Global Adaptive sequences. Various metrics on the
Gram matrix approximation are plotted.
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Figure 39: Examining the behavior of learning Greedy Adaptive sequences. Various metrics on the
Gram matrix approximation are plotted.

down. One plausible explanation is that the integrands are not uniformly distributed in
the bounding box, and that by optimizing the expectation over the entire box we start
to overfit it, thereby increasing the error in those regions of the box where integrands
actually concentrate. One possible way to handle this is to optimize closer to the center
of the box (e.g., on b/2), under the assumption that integrands concentrate there. In
Figure 38c we try this on the housing data set. We see that now the mean error and
the norm error are much improved, which supports the interpretation above. But the
maximum error eventually goes up. This is quite reasonable as the outer parts of the
bounding box are harder to approximate, so the maximum error is likely to originate
from there. Subsequently, we stop the adaptive learning of the QMC sequences early, to
avoid the actual error from going up due to averaging.

For Greedy Adaptive, we examine its behavior as the number of points increases. In Fig-
ure 39a and Figure 39b, as expected, as the number of points in the sequence increases,
the box discrepancy goes down. This is also translated to non-monotonic decrease in the
other metrics of Gram matrix approximation. However, unlike the global case, we see in
Figure 39c, when the points are generated by optimizing on a smaller box [b/2, the re-
sulting metrics become higher for a fixed number of points. Although the Greedy Adaptive
sequence can be computed faster than the adaptive sequence, potentially it might need a
large number of points to achieve certain low magnitude of discrepancy. Hence, as shown
in the plots, when the number of points is below 500, the quality of the optimization is
not good enough to provide a good approximation the Gram matrix. For example, one



can check when the number of points is 100, the discrepancy value of the Greedy Adaptive
sequence is higher than that of the Global Adaptive sequence with more than 10 iterations.

Table 25: Discrepancy values, measured on the full bounding box and its central part, i.e., D7 and
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D Ob/4 ]
pob pOb/4
s HartoNn  GLOBAL, GREEDY} WEIGHTED), HartoNn  GLOBALj/4 GREEDY}, /4 WEIGHTED), /4

S 100 3.41e-3 1.29e-6 3.02e-4 7.84e-5 9.44e-5 5.57€-8 2.62e-5 1.67e-8
o) 300 8.09e-4 5.14e-6 5.85e-5 1.45€-6 2.57€-5 1.06e-7 3.08e-6 2.93e-9

500 2.39e-4 2.83e-6 1.86e-5 3.39e-7 7.91e-6 2.62e-8 1.04e-6 2.43e-9

400 2.61e-3 9-32¢4 7-47€-4 8.83e-4 5.73€-4 2.79¢e-5 2.20e-5 2.45€-5
0 800 1.21€-3 5.02€-4 3.33e4 4.91e-4 2.21e-4 1.12e-5 8.04e-6 5.46€-6
g 1200 8.27e-4 3.41e-4 2.06e-4 3.39e-4 1.39e-4 8.15e-6 4.23e-6 2.29e-6
o

1800 5.31e-4 2.17€e-4 1.27€-4 2.31e-4 3.79e-5 5.59e-6 2.63e-6 8.37e-7

2200 4.33€-4 1.73e-4 1.01e-4 1.87e-4 2.34e-5 3.35€-6 1.95e-6 4.93e-7

Table 25 also shows the discrepancy values of various sequences on cpu and census.
Using adaptive sequences improves the discrepancy values by orders-of-magnitude. We
note that a significant reduction in terms of discrepancy values can be achieved using only
weights, sometimes yielding discrepancy values that are better than the hard-to-compute

global or greedy sequences.

8.5.2.2  Generalization Error

We use the three algorithms for learning adaptive sequences as described in the previ-
ous subsections, and use them for doing approximate kernel ridge regression. The ridge
parameter is set by the value which is near-optimal for both sequences in 5-fold cross-

validation on the training set. Table 26 summarizes the results.

Table 26: Regression error, i.e., ||7 — yll2/|y|l2 where § is the predicted value and y is the ground

truth.
s HartoNn  GLBOBAL, GLOBALp /4 GREEDY,, GREEDY}, /4 WEIGHTED), WEIGHTED), /4
100 0.0304 0.0315 0.0296 0.0307 0.0296 0.0366 0.0305
5';‘ 300 0.0303 0.0278 0.0293 0.0274 0.0269 0.0290 0.0302
500 0.0348 0.0347 0.0348 0.0328 0.0291 0.0342 0.0347
400 0.0529 0.1034 0.0997 0.0598 0.0655 0.0512 0.0926
0 800 0.0545 0.0702 0.0581 0.0522 0.0501 0.0476 0.0487
g 1200 0.0553 0.0639 0.0481 0.0525 0.0498 0.0496 0.0501
© 1800 0.0498 0.0568 0.0476 0.0685 0.0548 0.0498 0.0491
2200 0.0519 0.0487 0.0515 0.0694 0.0504 0.0529 0.0499

For both cpu and census, at least one of the adaptive sequences sequences can yield
lower test error for each sampling size (since the test error is already low, around 3%
or 5%, such improvement in accuracy is not trivial). For cpu, greedy approach seems to
give slightly better results. When s = 500 or even larger (not reported here), the per-
formance of the sequences are very close. For census, the weighted sequence yields the
lowest generalization error when s = 400,800. Afterwards we can see global adaptive
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sequence outperforms the rest of the sequences, even though it has better discrepancy
values. In some cases, adaptive sequences sometimes produce errors that are bigger than
the unoptimized sequences.

In most cases, the adaptive sequence on the central part of the bounding box outper-
forms the adaptive sequence on the entire box. This is likely due to the non-uniformity
phenomena discussed earlier.
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RANDOM LAPLACE FEATURE MAPS FOR SEMIGROUP KERNELS
ON HISTOGRAMS

A wide spectrum of statistical learning problems in computer vision have been elegantly
framed within the framework of kernel methods; see Section 8.1 for introduction. Kernel
methods are highly generalizable and versatile: it leads to nonlinear algorithms for su-
pervised image classification and object detection, unsupervised visual feature extraction,
image denoising, action recognition in videos, integration of multiple descriptors [GNog]
, and many other tasks [Lamog].

In the face of “big data” in computer vision [Den+og; TFFo8], the scalability of kernel
methods, which is typically super-linear in the number of data points, is well-recognized
as a valid concern. In recent years, as introduced in Section 8.1, approximations to kernel
functions via explicit low-dimensional feature maps [RRo8; VZ12; LIS10; MBog; Hua+14]
have emerged as an appealing strategy to turn the complexity of learning nonlinear ker-
nel methods back to that of training linear models, which typically scale linearly in the
number of data points in a variety of settings such as regression, classification [Joao6] and
principal component analysis. Importantly, storage requirements and test-time prediction
speed can also be dramatically improved.

In this work, we propose new randomized approximate feature maps for kernels based
on the semigroup structure of R%. These semigroup kernels are characterized via exten-
sions of Bochner’s theorem (Theorem 8.2) developed in the theory of harmonic analysis
for general algebraic structures such as groups and semigroups. The Laplace transform as-
sumes the role of the Fourier transform in our setting. Our proposed technique is therefore
termed as random Laplace features, analogous to random Fourier features for shift-invariant
kernels on R?. We provide theoretical results on the uniform convergence of random
Laplace features. Empirical analyses on image classification and surveillance event de-
tection tasks demonstrate the attractiveness of using random Laplace features relative to
several other feature maps proposed in the literature.

Construction of random Laplace features is presented in Section 9.1. Theoretical results
are stated in Section 9.2. Finally, empirical results are shown in Section 9.3. The material
in this chapter appears in Yang et al. [Yan+14b].

Note that in this chapter, as in Chapter 8, in a sequence of vectors, we use w' to denote
the i-th element of the sequence and use w; to denote the j-th coordinate of vector w'.
Given a vector x, we use x; to denote the i-th coordinate of x.

9.1 MAIN ALGORITHM

The starting point of this work is the observation that the natural algebraic structure on
the space of histograms and other non-negative descriptors, is that of an abelian semi-group.

Definition 9.1 (Abelian semigroup). A semigroup (S, o) is a nonempty set S equipped with an
associative composition o, i.e. for any x,y,z € S : x o (y 0 z) = (x oy) o z and a neutral/identity
elemente, i.e., forany x € S : x oe = x. For an abelian semigroup, the composition is commutative,
ie,foranyx,y € S:xoy=yox.
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9.1 MAIN ALGORITHM

Algorithm 13 Random Laplace features

1: Input: Characteristic kernel k on (]R‘i, +), size s.
. Output: Feature map ¥(x) : R? — R®.

: Find p, the inverse Laplace transform of k.

: Draw sequence w!, ..., w® from p.

: Set 1if(.x) e \/g [efxT’wlln‘leixTws}‘

. Return ¥(x).

N U B~ WN

In particular, (R, +) forms an abelian semigroup with 0 € R% as the identity element.
This basic definition is sufficient to introduce the concept of kernels on semigroups.

Definition 9.2 (Kernels on Abelian semigroups [BCR84]). A function k : S xS — R is
a positive definite kernel function on an abelian semigroup (S, o) if k(s,t) = ¢(s ot) where
¢ : S — R is a positive definite function, i.e., for any sy ...s, € S, and any real-valued scalars
c1 ... cn, the following holds™: Y3, cicj¢(s; 0sj) = 0.

As per Definition 9.2, kernels respecting the algebraic structure of the semigroup (R%, +)
can be written as k(x,z) = ¢(x + z) where ¢ : R1 — R is a positive definite function in
the sense of satisfying /" ; cicj(l)(xi +x/) > 0 for any set of n non-negative vectors x! ... x"
and choice of real-valued scalars cy . .. ¢;. The key observation is that positive-definite func-
tions on R‘i are characterized by a theorem similar to Bochner’s Theorem (Theorem 8.2),
in which the Laplace transform replaces the Fourier transform.

Theorem 9.3 ([BCR84]). A bounded continuous kernel function k(x,z) = ¢(x +z) on the
Abelian semigroup (R%, +) is positive definite if and only if it is the Laplace transform of a unique
non-negative measure on R.. That is, for any x,z € R%,

k(x,z) = /d e () 0 () dw = Ew~p [e*(”z)Tw] .

RY

This theorem should be contrasted with the Bochner’s characterization for shift-invariant
kernels on R?. As We assume without loss of generality that the non-negative measure
above is a probability measure with associated density p. This result establishes one-to-
one correspondence between semigroup kernels and probability densities on RY, via the
Laplace transform. Exactly analogous to the random Fourier construction, we can now
develop random Laplace feature maps via a Monte Carlo approximation,

k(x,z) ~ 1 Ze_xwe_zw = (¥(x),¥(z)), (9.1)
=1

[v2)

where the points w/ are drawn from p, yielding a feature map of the form

Y(x) = \2[6’&"1 ...e

This simple algorithm is summarized in the Algorithm 13.

7xTws}

(9-2)

1 For semigroups with involution operator *, the condition is Z;szl Ci cj(p(s;‘ o s]') ; see Berg, Christensen, and Ressel
[BCR84].
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When the density p corresponds to Lévy or Exponential distributions, the Laplace trans-
form provides the associated Exponential-Semigroup and Reciprocal-Semigroup kernels, re-
spectively. The exact form of these kernels is given in Table 27. These kernels have also
been studied in the context of injective Reproducing Kernel Hilbert Space (RKHS) embed-
dings of probability distributions on groups and semigroups [Fuk+o08; DGS10]. Through
random Laplace features, one can expect to approximate these kernels well and deploy
them for large-scale applications.

Indeed, beyond shift-invariant kernels on IR¥, several recent papers have attempted to
develop explicit low-dimensional feature maps to approximate specific kernels that excel
in computer vision applications [VZ12; LIS10; MBog]. These kernels are typically much
better adapted to data representations in the form of finite probability distributions or nor-
malized histograms, that common descriptors such as bag of visual words [Csu+o4] and
spatial pyramids [GDos5] assume. Vedaldi and Zisserman [VZ12] suggested approximate
feature maps for the additive family of Intersection, Hellinger’s, x> and Jensen-Shannon
kernels whose feature spaces respectively induce well-known divergence measures on
finite probability distributions. Li, Ionescu, and Sminchisescu [LIS10] suggested approxi-
mate feature maps for “skewed” multiplicative variants of the Intersection and x? kernels,
in an attempt to match the empirical performance of the exponentiated-x? kernel, consid-
ered state-of-the-art [Chagg] for histogram descriptors. Table 27 catalogues these kernels
and their associated approximate feature maps obtained through a randomized or deter-
ministic sampling process.

Table 27: Summary of kernels and associated approximate feature maps. Above, 6953:1 o=

(xl,..x%),i=+v~=1h(x,z) =% log2 24z 4+ Llog, 12, log(x) = [log(x1) ...log(x4)]. The
feature map for Exponentiated-x? is a composition of feature maps for the x> and Gaus-
sian kernels.

KERNEL k(x,z) F(x) SAMPLING REFERENCE
lx—=I3 2.2
< T j _cfw
Gaussian ¢ 202 @, y/Leiv vl 1,77 (Normal [RRo8]
j=1V S 2
(2rt0%)
[lx—z[l1 T i
Laplacian B a o, e m (Cauchy) [RRo8]
. d = v " _ 7
Hellinger Zf 14/%% @/.:1 ﬁ [VZ12]
X;z; iy, 1 .
£2 zd L «]]é] 63?:1,1( k108 x sech(tog) wp=kL,—r<k<r [VZi2]
Intersection 5, min(x;,z) @d | klos | ) wp =KL, —r<k<r VZ12]
= Jr% =1k \ ) k=Fmr SR
it .| 2x;sech(mwk)
o d . d iwy log x; i e P
Jensen-Shannon Z/»Zl lr(x],z]) 69]:1,1( e m wp =kL,—r<k<r [VZ12]
(xj—2)? .
o2vd  VTE o T 2
(b D Tz —i¥ 5 (x)'w! _otw
Exponentiated-y2 e =T & /I 2 1, 2 (Normal) [VZ12]
j=1V's /(27002
(2704)
T .| 2x;sech(mwy.)
con- d ) 4 g log x j k kL 171
Jensen-Shannon Z/’:l lr(x],z]) @/Zl,k e ] \ m’%—) wp =kL,—r<k<r [VZ12]
2 [xite z +e . T i
Skewed-12 e *Z—VQH VI . |/ Teiloglrre) Tl sech(rtw) (Hyperbolic-secant) [LiS10]
X; +e zZ; +e . T
Skewed-Interection {_ min (\/Z e +€ @]5.:1 %c—zlng(ﬁf) wl m (Cauchy) [LIS10]
7
,5): x tz; T i 3 -
Exponential-Semigroup [Fuk+08] Kl & 1\/> —xlwl 3 fw 3w (Lévy) This Paper
Reciprocal-Semigroup [Fuk+08] n']?zl ﬁ . \/7 —Twl Ae=A (Exponential) This Paper

]

A

In the next section we bound the approximation error |k(x,z) — (¥(x), ¥(z))| for inputs
x,z drawn from a bounded domain in R% ; we then study the empirical behaviour of the
random Laplace feature map with respect to predictive tasks at hand, and benchmark its
performance against several alternative approximate feature maps detailed in Table 27.
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9.2 MAIN THEORETICAL RESULTS

In this section, we assume that the density function can be written as p(w) = H;-izl q(wj),
where g(+) is a univariate density function. The kernel function can be written as k(x,z) =
¢(x 4+ z). We assume that ¢ is a differentiable function in R} /{0}. Proofs for all the
assertions are provided in Appendix E.

The following is a general result characterizing the error in approximating the kernel
function using random Laplace features (Algorithm 13). The proof follows a similar strat-
egy to the one used by Rahimi and Recht [RRo8].

Theorem 9.4. Let M be the set consisting of all the points in R? satisfying ||x|l» < R and
x;>r>0,i=1,...,d. Then, provided that Ly, = Ey-q [e">""w?] < o0 and Ly,R > €, then
for the mapping ¥ defined in Algorithm 13, we have

P | sup \(‘i’(x),‘i’(z)) —k(x,z)| > €

dR?L se?
< 6 qr _ .
<2 = >exp< d+2)’ (9:3)

sup |[(¥(x),¥(z)) —k(x,z)| < e

Furthermore,

with any constant probability when s = () (e% log %)

Note that the quantity L, depends on the specific choice of kernel. We now give explicit
expression for L, for g corresponding to two popular semigroup kernels.

The following proposition gives an explicit expression for the Exponential-Semigroup
kernel.

Proposition 9.5. Let B > 0, and let q(w) = %w’g’/ 2e=B*/4w (this corresponds to the kernel

k(x,z) = e PLi V3iFE). For r > 0 we have Lyr = g@
(2r)2eV2B

In the above we require all the coordinates of x and z to be positive. Furthermore, if § is
fixed, Ly, will go to infinity as r approaches zero. To get an approximate feature map with
finite error bound for the Exponential-Semigroup kernel even when some coordinates of
X or z are zero, it is natural to consider building a feature map on perturbed dataset, i.e.,
on x + ¢ and z + 6 for some small § (the addition here denotes a component-wise addition
of the scalar).

Let x’ = x + 6 and z’ = z + 4. For any approximate kernel c(-, -), by the triangle inequal-
ity we have,

[k(x,z) —e(x, )| < |k(x,2) —k(x,2)| +
|k(x',2) —c(x/,2')]. (9-4)
So, if the kernel function is sufficiently smooth and c(x + J,z + 6) approximates k(x + 9,z +

) well, then c(x + 6,z + §) will approximate k(x, z) well. In particular, for the Exponential-
Semigroup kernel we have the following proposition.
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Proposition 9.6. Let M be the set consisting of all the points in R satisfying ||x|» < R and
x; >0,i=1,...,d. Let B > 0, and let g(w) = %w‘wze_ﬂz/‘lw (this corresponds to the kernel

k(x,z) = e~ PEia VXitZ) For § = % we have

[sup“eM|k(x z) — (¥(x +6), ¥(z +0))| >e}
<1- 26< WD Las ) p(—54), (9:5)

where Ly 5 = ’3 fﬁﬂ
(25)26‘F5
The following proposition gives an explicit expression for the Reciprocal-Semigroup

kernel.

Proposition 9.7. Let A > 0, r > 0, and let q(w) = Ae " (this corresponds to the kernel
1 21
k(x,z) =TI, (x+Z +A)) We have, Ly, = e

9.3 EMPIRICAL EVALUATION

The number of random features controls the kernel approximation quality and the compu-
tational cost of solving a downstream task such as classification. Several empirical ques-
tions are of interest: For the same number of random features, how well do random
Laplace features perform relative to other alternative feature maps on a given predictive
task? How well is the underlying exact semigroup kernel approximated? Do histogram-
based kernels outperform common shift-invariant kernels on IR¥ for problems of interest?

In the results reported in this section, we use the kernel name to denote the associated
feature map. For example, by “Exp-Semigroup”, we mean the use of random Laplace
features to approximate the Exponential-Semigroup kernel. We report experiments on
an image classification task (Caltech-101 [LFP03]) and a surveillance event detection task
(TRECVID SED).

9.3.1 Caltech-101

For this dataset, we evaluate how well inner products in the Euclidean space induced by
random Laplace features approximates the true semigroup kernel; we compare random
Laplace features with other approximate feature maps on the predictive problem of clas-
sifying the 102 (101 + background) classes of the Caltech-101 benchmark dataset [LFPo3].
Our data preparation follows the one used by Vedaldi and Zisserman [VZ12]. In particular,
our results are competitive with the state of the art on this dataset for methods that use a
single but strong image feature (multi-scale dense SIFT). We use the phow_caltech function
of VLFeat* which rescales images to have a largest side of 480 pixels; dense SIFT features
are extracted every four pixels at four scales and quantized into a 200 visual words dictio-
nary estimated using k-means. Each image is described by a 4200-dimensional histogram
of visual words with 1 x 1,2 x 2 and 4 x 4 spatial subdivisions.

QUALITY OF GRAM MATRIX APPROXIMATION
Given data points {x'}!;, the Gram matrix K € R"*" is defined as Kj;; = k(x', /).

2 http://www.vlfeat.org
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Figure 40: Gram matrix approximation relative error on Caltech-101 by using random Laplace
features with s ranging from 100 to 1500. The two plots correspond to Exponential-
Semigroup and Reciprocal-Semigroup kernel, respectively (see Table 27). Each curve cor-
responds to one value of B or A. For the fixed pair of parameter, ten independent trials
are executed and the mean is reported.

Suppose Z € R"** is the data matrix in the induced feature space, with the i-th row Z(1) =
¥ (x') where ¥(x') is the random Laplace feature of x’ generated from Algorithm 13. We
will evaluate relative error in terms of Frobenius norm, |[K — ZZT||r/||K||E, as a function
of s, as this provides an overall measure of approximation quality over the entire set of
points. We consider both Exp-Semigroup and Rec-Semigroup kernels.

In Figure 40, we show the relative error of random Laplace feature with the number of
random features s ranging from 100 to 1500 on the full Caltech-101 dataset comprising of
n = 3060 samples. We can see that as s grows, random Laplace feature converges to the
exact kernel quickly, meaning the relative approximation error goes to zero fast in practice.
As expected, the rate of convergence depends on the choice of the kernel parameters.

CLASSIFICATION PERFORMANCE

Next, we compare SVM classification accuracies on Caltech-101 by using approximate
feature maps associated with different kernels as described in Table 2. We use the usual
training-test splitting protocol with 15-images per class in the training set and an equal
number in the test set. SVM parameters are tuned with cross-validation. Figure 41 reports
mean test set accuracy as a function of the number of random features s. We include
the original input features (i.e., using linear kernel) as a baseline. Among the semigroup
kernels, the Exponential-Semigroup significantly outperforms the reciprocal semigroup
whose performance is below baseline levels, and hence results for the latter are ommited.

Among the seven feature maps compared in Figure 41, the random Laplace features for
the Exponential-Semigroup (8 = 0.01) consistently yield the highest accuracy, outperform-
ing the Exponentiated-x? kernel which is widely considered state of the art on histogram
descriptors.

The Gaussian kernel does not improve over the linear kernel baseline, while kernels
such as the skewed-Intersection kernel [LIS10] perform significantly better, confirming
the need to design kernels better adapted to histogram-like data.

The computation time for generating random features and solving the resulting classi-
fication problem is near-identical for all feature maps shown in Figure 41, except for the
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Figure 41: Prediction accuracy on Caltech-101 by using random feature maps associated to different
kernels with s ranging from 1000 to 10000. The results are generated by using SVM. For a
feature map and an s, five independent trials are executed and the mean is reported. For
comparisons with XZ, Intersection and Jensen-Shannon, see Table 28.

Exponentiated-x2. While Exponentiated-x? yields the second highest accuracy, its running
time is six times higher than the rest, since it generates a much higher dimensional inter-
mediate x? feature map, which is then composed with the feature map for the Gaussian
kernel. For the feature maps of the homogeneous additive kernels [VZ12] which include
X2, the number of random features that can be generated is of the form (2r + 1)d where
d is the dimension of the original feature and r is a parameter. For high-dimensional in-
put spaces, the resulting feature maps can be very high-dimensional and hence costly
for downstream processing. For the Exponentiated-x? feature map, we used r = 3 which
corresponds to 29400 intermediate x? features. The comparison with homogeneous ad-
ditive kernels [VZ12] is reported in Table 28 for s = 12600,21000,29400 corresponding
to r = 1,2,3. Again, the proposed random Laplace feature maps for the Exponential-
Semigroup kernel are significantly better.

KERNEL | s =12600 s =21000 s = 29400
Exp-Semigroup 0.6536 0.6627 0.6643
x2 0.6510 0.6497 0.6471
Intersection 0.6399 0.6392 0.635
Jensen-Shannon 0.6510 0.6477 0.6477

Table 28: Caltech 101 SVM accuracies: Comparison against x2, Intersection and Jensen-Shannon can
only be done for s = (2r + 1)d. Here, r = 1,2, 3. For a feature map and an s, five indepen-
dent trials are executed and the mean is reported.

9.3.2 Surveillance Event Detection (SED)

There are seven target events in the TRECVED Surveillance Event Detection (SED) dataset,
i.e., CellToEar, Embrace, ObjectPut, Pointing, PeopleMeet, PeopleSplitUp and PersonRuns. The
dataset was captured in five locations at a busy airport. Many confounding issues exist
in this dataset such as high activity levels, camera view changes, large variances in how

140



9.3 EMPIRICAL EVALUATION

SED Accuracy F, Measure

0.22 ,\/
0.7}
0.21
o)
© ‘7
£ 0.68 o
g I
3 0.66f é 0.19}
% [
S = 0.18
2 0.64f =
8 017}
e
o 0.62f |
S Csemgon 0.16 A
Gaussian
Laplacian
0.6, / | —e—sowesr’ 0.15%
—<— Skewed-Intersection

4000 6000 8000 4000 6000 8000
Number of random features Number of random features

Figure 42: Prediction accuracy and F; score on SED by using random feature maps associated to
different kernels with s ranging from 3000 to gooo. The two subplots are results of Pre-
diction accuracy and Fj score respectively. For a feature map and an s, five independent
trials are executed and the mean is reported.

events play out (e.g., “PeopleMeet”) and small objects carrying predictive signals (i.e.,
“CellToEar”). The development set consists of 100 hours of video and the evaluation set
has an additional 50 hours of data. The annotations of the dataset only include temporal
extents and event labels, and no localization information is provided for events. We used
the development set in our experiments, and divided it into two equal part for validation.

The training size of SED is 7024, containing approximately even number of event and
non-event samples. The test size is 22437, containing 5381 events instances. By event
sample, we mean an observation coming from any of the seven events described above.
We use bag of visual words on motion-SIFT features resulting in final dimensionality of
d = 24000.

Due to the high dimensionality of the SED dataset, we do not generate the homoge-
neous additive and Exponentiated-y? kernels in this case. We report the results for a
regularized least squares classification model (SVMs perform similarly) with parameters
tuned using cross-validation. The test accuracies and F; scores are shown in Figure 42. As
before, random Laplace feature maps for the exponential semigroup kernel (8 = 0.001)
outperform other feature maps in this task.
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SUMMARY AND DISCUSSION

This thesis mainly illustrates how randomized linear algebra can be useful in big data
applications. Theoretically, as advanced algorithms with better complexities for common
matrix problems are desired, we show how techniques such as rounding, embedding, and
preconditioning discussed in Chapter 2 can be used to derive improved algorithms for
large-scale regression and optimization problems. Practically, as distributed systems built
on top of clusters of commodity hardware provide cheap and reliable storage, scalable
implementations of these algorithms on cluster computing platforms are essential. We
present computational results of implementing several RLA algorithms in parallel and
distributed environments showing that these algorithms successfully minimize not only
floating-point operations but also communication cost. We also show that RLA algorithms
are useful in real-world large-scale applications for better interpretability.

10.1 THEORETICAL RESULTS

Part I focuses on the underlying theory of RLA. We show that subspace embeddings can
be used in one of two related ways: to construct sub-sampled problems that can be solved
with traditional numerical methods; or to construct preconditioned versions of the original
full problem that are easier to solve with iterative algorithms. These ideas are manifested
in Chapter 3 and Chapter 4. In particular, in Chapter 3 we develop a fast sampling al-
gorithm for quantile regression. As a key step, our algorithm computes a low-distortion
subspace-preserving embedding with respect to the loss function of quantile regression
to obtain a subproblem whose size depends on the low dimension only. This subspace-
preserving embedding is constructed based on data-aware ¢; subspace-preserving em-
bedding techniques discussed in Section 2.3.2.4 because of the close relationship between
quantile regression and /7 regression. In Chapter 4, we present a hybrid algorithm for ¢,
regression that combines RLA and SGD. Here embeddings are used to construct a pre-
conditioner for the linear system, with which the underlying SGD solver converges much
more quickly and has a complexity that depends on the low-dimension of the linear sys-
tem only. This permits us to obtain a higher-precision solution. Finally, in Chapter 5, we
develop a class of randomized Newton-type algorithms for optimization problems whose
objective is }!' fi(w) + R(w). As the challenge of applying Newton’s method to these
optimization problems is the Hessian computation, which scales linearly in 7, by notic-
ing that forming the Hessian is essentially equivalent to a matrix-matrix multiplication
problem, we exploit two data-aware sampling techniques in RLA to expedite the Hessian
computation without losing too much convergence speed.

We only studied the optimization performance of these algorithms. That is, our theory
is about the closeness between the approximate solution, @ provided by our algorithms,
and the optimal solution of the optimization problem being solved. However, in many
applications such as statistical learning, it is often assumed that the data matrix is gener-
ated from a statistical model parameterized by a true parameter vector w*. Attention has
been drawn to the investigation of the statistical performance of RLA algorithms, namely
closeness between @ and w*. Several recent works [MMY15; Che+15; WYS16] have shown
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promising results for linear regression problems. A more comprehensive study of the
statistical property of RLA algorithms remains an exciting research area.

Furthermore, most of our theory provides worst-case theoretical guarantees. That is,
these bounds are “pessimistic” in the sense that they hold for arbitrary inputs. Two lines
of research are of interest. The first is the study of complexity lower bounds. For exam-
ple, Section 6.3 in [Woo14] discusses complexity lower bounds for several typical matrix
problems in the streaming setting. The second is to study the performance of the algo-
rithm when the input matrix satisfies certain structure. Whether computationally and
statistically improved algorithms can be derived for specific inputs is left to explore in the
future.

10.2 IMPLEMENTATIONS AND APPLICATIONS

Part II focuses on implementations and applications. In Chapter 6 we present the com-
putational results of implementing RLA algorithms for /, regression, quantile regression
and CX decomposition problems in parallel and distributed environment with terabyte-
sized inputs using Apache Spark and Apache Hadoop. These algorithms are described
in Section 2.4.1, Chapter 3 and Section 2.4.2, respectively. Empirical results indicate these
RLA algorithms are scalable to large-scale datasets and are amenable to parallel and dis-
tributed computing environments. Next, in Chapter 7, we present the results of applying
CX decomposition to problems in bioimaging. More specifically, we show that CX decom-
position successfully identifies a few important actual rows and columns of the original
data matrix, i.e., pixels and ions of a complex biological sample, for nearly optimal recon-
struction.

As Spark has been developed for industrial applications and commodity data center
hardware, a more extensive study of the linear algebraic computation performance of
Spark at scale is necessary. Recently, we [Git+16b] took on the important task of test-
ing nontrivial linear algebra and matrix factorization computations in Spark, and com-
pare and contrast its performance with C+MPI implementations on High Performance
Computing (HPC) hardware. These comparisons have revealed a number of opportuni-
ties for improving Spark performance. For example, the current end-to-end performance
gap is 2x-25x (Spark is slower), and 10x-40x without I/O. This is mainly because Spark
performance overheads associated with scheduling, stragglers, result serialization, and
task deserialization dominate the runtime by an order of magnitude. Improvements can
be considered from these perspectives. In addition, in order for Spark to leverage exist-
ing high-performance linear algebra libraries, it may be worthwhile to investigate better
mechanisms for integrating and interfacing with MPI-based runtimes with Spark.

143



Part IV

PROOFS



PROOFS OF RESULTS IN CHAPTER 3

Throughout the proofs in this chapter, for simplicity, we use x to denote &;. Also, by Step
x below, we mean Step x + 2 in the corresponding algorithm description, as the first two
steps are used for illustrating inputs and outputs.

A.1 PROOF OF LEMMA 3.2

By Lemma 2.17, in Step 1, 11 is a low-distortion embedding satisfying (2.2) with kg =
O(d®log®d), and ry = O(d°log® d). In fact, AR~ in Step 2 is a well-conditioned basis with
K= (’)(d% long*1 d) according to (2.3). In Step 3, by Lemma 2.22, the sampling complex-
ity required for obtaining a (1 & 1/2)-distortion sampling matrix is § = O(d 7 10g171 d).
Finally, if we view S as a low-distortion embedding matrix with r = § and k¢ = 3,
then the resulting R in Step 4 will ensure that AR™! is a well-conditioned basis with
K= O(d¥ log’ d).

For the running time, it takes O(nnz(A)) time for completing Step 1. In Step 2, the
running time is rd? = poly(d). As pointed out in Section 2.3.2.4, the running time for
constructing S in Step 3 is O(nnz(A) -logn). Since the large dimension of SA is a low-
degree polynomial of d, the QR factorization of it costs 34> = poly(d) time in Step 4.
Overall, the running time of Algorithm 6 is O(nnz(A) - logn).

A.2 PROOF OF LEMMA 3.3
Although p.(+), defined in (3.2), is not a norm, since the loss function does not have the
positive linearity, it satisfies some “good” properties, as stated in the following lemma:
Lemma A.1. Suppose that T > % Then, for any x,y € R%,a >0, the following hold:

1. pr(x+y) < pe(x) + pr(y);

2. (1=1)lx[l < pr(x) < 7llx[}y;

3. pr(ax) = ap(x);

4 lpx(x) = p(y)| < llx —ylh.

Proof. It is trivial to prove every equality or inequality for x, y in one dimension. Then by
the definition of p.(-) for vectors, the inequalities and equalities hold for general x and y.
O

Two important ingredients for proving subspace preservation are 7y-nets and tail in-
equalities. Suppose that Z is a point set and || - || is a metric on Z. A subset Z, is called
a y-net for some y > 0 if for every x € Z thereis a y € Z, such that |[x —y|| < 7. Itis
well known that the unit ball of a d-dimensional subspace has a y-net with size at most
(3/7)4 [BLMSg]. Also, we use the standard Bernstein inequality to prove concentration
results for the sum of independent random variables.
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A.2 PROOF OF LEMMA 3.3 146

Lemma A.2 (Bernstein inequality). Let X1, ..., X, be independent random variables with zero-
mean. Suppose that |X;| < M, for i € [n]; then for any positive number t, we have

Pr

ZXi>t

ie[n]

~ exp — 5 .
Yici E [X]-] + Mt/3

Since U is a well-conditioned basis for the range space of A, to prove (3.5) it is equivalent
to prove the following holds for all y € R¥:

(1 —e)pr(Uy) < p-(SUy) < (1+¢)p(Uy). (A1)

To prove that (A.1) holds for any y € RY, first we show that (A.1) holds for any fixed
y € R?, and then we apply a standard «-net argument to show that (A.1) holds for every
y € R%.

Assume that U is (w, f)-conditioned with x = ap. For i € [n], let v; = U;)y. Then
pT(SLIy) = Zie[n] pT(Si,-vl-) = zie[n] SiiPT (Z)l’) since Sii > 0. Let w; = SiiPT (UZ‘) — P (UZ‘) be a
random variable, where

{(; —1)p<(v;), with probability p;;
w; = !

—p<(vi), with probability 1 — p;.
Therefore, E [w;] = 0, Var[w;] = (% — l)pr(vi)zl\wi| < %pr(vi). Note here we only
consider i such that ||U;|l1/[U|1 < 1 because otherwise we have p; = 1 and the cor-

responding term will not contribute to the variance. According to our definition, p; >
5 Hu(i)Hl/’U\l = s - t;. Consider

p(vi) = p<(Upy) < Tyl < Tl (Ue) ly -

Hence,
1 1 T
< = )< = , o < — o
lwi| < ﬁipr(vl) < ﬁiTIIU(z)Illllyll < < |Uhlly]
1
< ST Per(Uy) == M.
Also,

Z Var[w;] < Z %PT(Uz’)Z < Mp-(Uy).

i€[n) i€[n] I

Applying the Bernstein inequality to the zero-mean random variables w; gives

|

Y wi

ien]

2
>e| <2exp 84 5 .
2y Var[w;| + 5Me




A.2 PROOF OF LEMMA 3.3

Since Y[y wi = p7(SUy) — pr(Uy), setting ¢ to eo-(Uy) and substituting the results we
derive above gives

—e*pi (Uy) ) '

Pr[|p<(SUy) — p(Uy)| > ep-(Uy)] < 2exp <2MpT(uy) + % Mp(Uy)

Let’s simplify the exponential term on the right-hand side of the above expression:

—e2p2(Uy) —se?l-1 1 —se?21—1

2Mp-(Uy) + FMp-(Uy)  «p T 245 = 3ap T

Then, when s > = 2?;/3 (d log (%) +log (%)), with probability at least 1 — (/3)%5/2,

(1—€/3)pz(Uy) < p<(SUy) < (14€/3)p<(Uy), (A.2)

where 7 is specified later.
We show that, for all z € range(U),

(1 —€)pr(z) < pr(Sz) < (1+€)p<(2). (A3)

By the positive linearity of p-(-), it suffices to show (A.3) holds for all z with ||z||; = 1.

Next, let Z = {z € range(U) | ||z|l1 < 1} and construct a y-net of Z, denoted by Z,,
such that for any z € Z, there exists a z, € Z, that satisfies ||z — z,|; < 7. By [BLM89],
the number of elements in Z,, is at most (3/ 'y)d . Hence, with probability at least 1 — J/2,
(A.2) holds for all z, € Z,.

We claim that with suitable choice 7, with probability at least 1 — /2, S will be a
(1 £2/3)-distortion embedding matrix of (A, || - ||1). To show this, first we state a similar
result for || - ||; from Theorem 6 in [Das+09] with p = 1 as follows.

Lemma A.3 (/1 subspace-preserving sampling lemma). Given A € R"*?, let U € R"*? be
an («, B)-conditioned basis for A. For s > 0, define

pi > min{l,s - [Ug 1/ [U1}

and let S € R™" be a random diagonal matrix with S; = 1/p; with probability p;, and 0
otherwise. Then when € < 1/2 and

32uap 12 2
> it <
s > 2 (dlog(€>+log<5>>,

with probability at least 1 — J, for every x € RY,

(1—¢)[[Ax[ly < [|SAx[]y < (1+ ¢)[|Ax]s. (A.4)

Note here we change the constraint € < 1/7 and the original theorem to € < 1/2 above.
One can easily show that the result still holds with such setting. If we set e = 2/3 and
the failure probability to be at most §/2, the construction of S satisfies the conditions of
Lemma A.3 when the expected sampling complexity s > 5§ := 72af (d log (18) + log (%) )
Then our claim for S holds. Hence we only need to make sure with suitable choice of y
that s > 5.
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A.3 PROOF OF LEMMA 3.4

For any z with ||z||; = 1, we have

lor(Sz) —p<(2)| < [pr(Sz) — pe(Szq)| + |07 (Szy) — pr(z9)| + [p7(27) — pr(2)]
< TlIS(z = z9) [l + (6/3)pr(29) + Tz — 2[I1
< 1llIS(z = z9)ll1 = [[(z = z9)[[1] + (€/3)px(2) + (€/3)pr (24 — 2)
+27|z — 2|1
< 27/3|[z = z4ll1 + (€/3)pr(2) + T(€/3)||zy — z[l1 + 272y — 2[]1
< (e/3)p<(z) +1y(2/3+€/3+2)
< (e/3 + iry(zm +e/3+ 2)) 0:(2)
< epe(2),

where we take v = %E, and the expected sampling size becomes

T 27aB T 18 4
S = 1—1 62 (dlog(H€>+10g<5>>

When € < 1/2, we will have s > 5. Hence the claim for S holds and (A.3) holds for every
z € range(U).

Since the proof involves two random events with failure probability at most /2, by
a simple union bound, (A.1) holds with probability at least 1 — 4. Our results follows
because x = af.

A.3 PROOF OF LEMMA 3.4

In this lemma, slightly different from the previous notation, we use s and $ to denote the
actual number of rows selected and the input parameter for defining the sampling proba-
bility, respectively. From Lemma 3.3, a (1 £ €)-distortion sampling matrix S could be con-
structed by calculating the ¢; norms of the rows of AR™!. Indeed, we will estimate these
row norms and adjust the sampling complexity s. According to Lemma 12 in [Cla+13],
with probability at least 0.95, the A;,i € [n] we compute in Steps 1-3 of Algorithm 7 satisfy

1 3
U I <A < 51U h

where U = AR™!. Conditioned on this high probability event, we set

p; > min<1,8- Ai
Pi = ' Yiem i |

Ul
Ul
required in Lemma 3.3 with 6 = 0.05, the corresponding sampling matrix S is constructed
as desired. These are done in Step 4 and Step 5. Since the algorithm involves two random
events, by a simple union bound, with probability at least 0.9, S is a (1 £ €)-distortion

sampling matrix.
By the definition of sampling probabilities, E [s] = Y ;c(,) pi < §. Note here that s is the
sum of some random variables and it is tightly concentrated around its expectation. By

Then we will have p; > min {1,§ . } Since §/3 satisfies the sampling complexity



A.4 PROOF OF THEOREM 3.5

a standard Bernstein bound, with probability 1 —o(1), s < 2§ = O (uxdlog (u/€) /€?),
where y = 1%, as claimed.

Now let’s compute the running time in Algorithm 7. The main computational cost
comes from Steps 2, 3 and 5. The running time in other steps will be dominated by it. It
takes d’r, time to compute R~TI,; then it takes O(nnz(A) - r,) time to compute AR™1TT,;
and finally it takes O(n) time to compute all the A; and construct S. Since r, = O(logn),

the total running time is O((d% + nnz(A))logn +n) = O(nnz(A) - logn).
A.4 PROOF OF THEOREM 3.5

In Step 1, by Lemma 3.1, the matrix R € R**¢ computed by Algorithm 5 satisfies that
with probability at least 0.9, AR™! is a well-condition basis for A with x = 6d%. The
probability bound can be attained by setting the corresponding constants sufficiently large.
In Step 2, when we apply Algorithm 7 to construct the sampling matrix S, by Lemma 3.4,
with probability at least 0.9, S will be a (1 £ €)-distortion sampling matrix of (A, p<(-)).
Solving the subproblem min,c¢ pr(SAx) gives a (1+¢€)/(1 — €) solution to the original
problem (3.3). This is because

o * ]‘ + *
pr(A%) < pr(SAx") < T——pr(Ax"), (A35)

PT(SAJ?) <

1
1—e¢ 1—¢
where the first and third inequalities come from (3.6) and the second inequality comes
from the fact that £ is the minimizer of the subproblem. Hence the solution % returned
by Step 3 satisfies our claim. The whole algorithm involves two random events, and the
overall success probability is at least 0.8.

Now let’s compute the running time for Algorithm 8. In Step 1, by Lemma 3.1, the run-
ning time for Algorithm 5 to compute R is O(nnz A). By Lemma 3.4, the running time for
Step 2 is O(nnz(A) - log n). Furthermore, as stated in Lemma 3.4 because x(AR™!) = 242,
with probability 1 — o(1), the actual sampling complexity is O (ud®log (11/€) /€?), where
u=1/(1-1), and it takes ¢ (O (ud>log (1/€) /€?) ,d) time to solve the subproblem in
Step 3. This implies the overall running time of Algorithm 8 as claimed.
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PROOFS OF RESULTS IN CHAPTER 4

B.1 PROOF OF THEOREM 4.2

The proof of this theorem is structured as follows. First we reformulate the problem using
Lemma 4.1. Second we show that the sequence of solution vector estimates {x;}. ; in
Algorithm 9 is equivalent to the solution vector estimates {1}’_; obtained by running
SGD on the equivalent problem. Third, we analyze the convergence rate of {y;}!_; and
conclude the error bound analysis.

PROBLEM REFORMULATION Suppose U is an ¢, well-conditioned basis for the range
space of A and A = UR for some nonsingular matrix R. Let P be the distribution based
on the estimation of the corresponding leverage scores. That is, for i € [n],

p .

i e 7 =
=11

where ; is an estimation of ||U; ||}, satisfying

(T=DNUp s <A < A+ IUG 5

This implies
1—7||U(i)||5< '<1+'y||u(i)||5
Tty qul, —7 " 1-9 |ul}

(B.1)

From Lemma 4.1, recall that for any nonsingular matrix F € R(@+1)x (‘”1), the constrained
£, regression problem
: p
i = ||Ax—b B.
min f(x) = || Ax - b]} (B2)

can be equivalently written as the stochastic optimization problem

min h(y) = | URFy —bl[} = Beop | |Ue RFy —be|" /pe] (B.3)
Note that by comparing to the objective function defined in (4.1) with f(x) = [[Ax — b||,,

we rewrite f(x) in the form of the sum of subfunctions, i.e., f(x) = ||Ax — b||£, so that
SGD can be applied.

EQUIVALENCE OF SEQUENCES By using the following linear transformation, one no-
tices that the sequence {x;}. ; obtained by (4.8) in Algorithm 9 has a one-to-one corre-
spondence to the sequence {y;}._; obtained by running SGD on problem (B.3):

Fy; = x4
Fj = &%,
Fy* = x™. (B.g)
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B.1 PROOF OF THEOREM 4.2

Thus with condition (B.4), immediately the objective function value has the following
equivalence as well:

h(y:) = flxi),
hy) = f(),
h(y*) = f(x%), (B.5)

where ¥ = % YE x, 7= % YLy, and x* and y* are the optimal points to optimization
problem (B.2) and (B.3) respectively.

Now we prove (B.4) by induction. By defining Fyg = xo, one immediately shows that
the equivalence condition holds at the base case (f = 0). Now as induction hypothesis,
assume (B.4) holds for case t = k. Now for t = k 4+ 1, we show that xj; returned by
Algorithm 9 and yy 1 returned by the update rule of SGD satisfy (B.4).

For simplicity, assume that at k-th iteration, the i-th row is picked. For subfunction
h(y) = |U; RFy|P — bi/ pi, its (sub)gradient is

8k(y) = p-sgn(U;RFy — b;) - (U RFy — b;)P~' - U RF/p;,

for which the SGD update rule becomes
. 1 2
Yip1 = arg;rgjr}uy(y — Yokl RE) + S llye —yll2, (B.6)

where c; = p-sgn(U;)RFy —b;) - (U(;RFy — b;)P~!/ p; is the corresponding (sub)gradient.
Recall that with the linear transformation Fy, = xj, feasible set J = {y € Rfly =
Flx,x € Z} and input matrix A; = UpyR, the update rule (B.6) becomes

. 1,
Yiy1 = argminncAx + 5 IF~ ! (x — x) 3. (B.7)

This equation is exactly the update performed in (4.8). In particular, when Z = RY, i.e., in
the unconstrained case, (B.7) has a closed-form solution as shown in (4.8). From the above
analysis on the equivalence between (B.6) and (B.7), one notices x;,1 and yx,1 satisfy the
relationship defined in (B.4), i.e., the induction hypothesis holds at ¢ = k + 1.

By induction, we just showed that condition (B.4), and therefore condition (B.5), hold
for any t.

CONVERGENCE RATE Based on the equivalence condition in (B.5), it is sufficient to
analyze the performance of sequence {y;}_;. When p = 1, the objective function is non-
differentiable. Thus by substituting the subgradient of an ¢; objective function into the
update in (B.6), one notices that the SA method simply reduces to stochastic subgradient
descent. We now analyze the convergence rate of running stochastic subgradient descent
on problem (B.3) with p = 1.

Suppose the i-th row is picked at the t-th iteration. Recall that the (sub)gradient of the
sample objective |U;RFy — b;|/p; in (B.6) is expressed as

gt(y) = sgn(U(;)RFy — b;) - Ui RE/ pi.
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Hence, by inequality (B.1), the norm of g;(y) is upper-bounded as follows:

lgtW)llh = (U RE-sgn(Ug)REy —bi) 1/ pi
1+’Y |U|1 0(| |11+')’
— uplh = 1—

IN

|RF|q[|U; H1

Here, we use the property of the well-conditioned basis U. Furthermore by Proposition 17
in [Yan+16b] and the equivalence condition in (B.5), for H = (FF T) - we have

BIf(D)] - f() = EW@)]-h(y")
< gy vl + 2 (elrEn 1)

1 1+
= —|x"—x RF .
e ol + 2 (alren 152

In particular, when the step-size is

p = ly* —voll2 17
a|RF|;vT+11+7"

the expected error bound is given by

1
Ef@)-h) < rr L oliEY (®3)

By simple algebraic manipulations, we have

1
—Iy . < 1y llo = |(RE)"'RFY*||eo < |(RF) ™ 1||RFY* oo
\/H\Iy 2 < ly*llo = [(RF) Y lleo < [(RF)™1[[RFy"||
< BI(RE)"'[1|URFy* ||y = c3p|(RF) " [1h(y"),

where ¢3 = |[URFy*||1/h(y*) and we use the property of the well-conditioned basis U.
Furthermore from inequality (B.8) and the equivalence condition in (B.5), the expected
relative error bound can be upper-bounded by

E[f(2)] - f(x") E [n(@)] - h(y)

f(x*) h(y*)
c3VdB|(RF) 1|y ly* —volla 1+
< S (e )
1 ||y y0||2 Cs\[lxﬁ1+7

Since the right-hand side of the last inequality is a function of stopping time T > 0, for
any arbitrarily given error bound threshold € > 0, by setting the right-hand side to be ¢,
one obtains the following stopping condition:

Vdap B €
VT+1  c1c3/c|RF|1|(RF)~11"
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B.2 PROOF OF THEOREM 4.3

where the constants are given by

.- 14 o — I — 21} _ llyo — *I13
1—9 [l (13 ly*113

Rearranging the above terms we know that after

2422
>d(xﬁc1
= 2

CZC% 2 12
7> SIS ReR (RE)

iterations, the relative expected error is upper-bounded by € > 0, i.e.,

E[£(7)] — f(x")
fy ¢

B.2 PROOF OF THEOREM 4.3

Similar to the proof of Theorem 4.2, the proof of this theorem is split into three parts: Prob-
lem reformulation, Equivalence of sequences and Convergence rates. From the proof of
Theorem 4.2, one notices that the proofs in Problem reformulation and Equivalence of
sequences hold for general p, and thus the proofs hold for the case when p = 2 as well.
Now we proceed to the proof of the convergence rate. Again by the equivalence con-
dition, we can show the convergence rate of solution vector estimate {x;} by showing
the convergence rate achieved by the sequence {y:}, i.e., the convergence rate of SGD of
problem (B.3) for p = 2.
Throughout the rest of the proof, we denote

fx) = |Ax = bl3,  h(y) = ||AFy - b]3.

Denote by H = (1:1-"T)71 the weights of the ellipsoidal norm. Also recall that when the
leverage scores satisfy the error condition in (4.3), we have the condition

U3
Sp,éi”” (z)!g
- IUllz

11— U3
T+ U2

Also, we assume that U is («, f)-conditioned with &;(U) = apB. Based on Definition 2.4,
we have

o = |ult,
B2 o= Ut
and thus
B(U) = (U2 Ul = a?p
Before deriving the convergence rate, we compute a few constants.
2 2 2
_122 T -1 _12:2 RF_12’
|curpyrure) |} @ RRE B IRE)
(B-9)

U = 2072

min

(AF) =
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and

2| A FII3 2||U;) RF|13
T sup O <oy U} - |RF|R = 2¢00% - [RER, (B.1o)

1 i

sup L; = sup
i i

and

n
o* =Eiup {Hgi(}/*)ﬂz} = 4Y (AynFy" =) Ay IR/ pi
i1
= 4 (U RFy* —b;)*| U RE|?/ pi
i1

n
4ci||RF|Z (U (Z(U(i)RFJ/* - bi)2>
i=1

= da||Ulif - [IRF|I3 - 7
= 4oy’ - ||RF|I3 - h(y*

IN

")
). (B.11)

Equipped with these constants and from Proposition 18 in [Yan+16b], we have the fol-
lowing error bound of the solution vector estimate {y;}. ; generated by the weighted
SGD algorithm:

E [|lxr — 23]
E [|lyr —v*[3]

T
2| A Fli3 .
(1 — 4907 (AF) (1 — 77 sup # lyo —v*[13
1

IN

+217 Y (AiFy* = b)? | Ay FlI3/ pi

2|| A Fli3
02, (AF)(1 — 7 sup; ;JI) 2)

2lAnFIR\ ) "
= (1—417(fém(AF) (1—7751119”;,)'2)) o — x*||%
1 1

2y I (A Fy* = b)* | A FlI3/ pi
M)
Pi
14y (1-290®|RFI3)\ " o | 20@3 (U (RE)(y)
2 1012 HXO—X ”H+ 2 2
B2l (RF) 1|3 1 —2#nc1a?||RF||3

Notice that the above equalities follow from the equivalence condition in (B.5).
Before moving on, we show a useful inequality:

_|_

o2, (AF)(1— 1y sup,

csh(y*) = caf (x) = [ Ax*[17 = [lURFy* |7 > plly*]12/2. (B.12)

Also recall the following constants defined in the statement of proposition:

+

S R 7 S - T R .6 |
= b T 7
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Now we show the first part. For an arbitrary target error € > 0, using (B.9), (B.10), (B.11)
and setting
cze - h(y”)
IAF]I3

in Corollary 19 in [Yan+16b] we have that when the step-size is set to be

— €

,7:1 cse - 0, (AF) - h(y*) /|| AF||3
4 IAGFIB”
" (AwFy* — b2 AFIB/ pi+cs (e h(y*) /| AF|3) 02y, (AF) sup; 2072
then after
ZHyo—J/*H%
lo (B.13)
g(Cse i(y")/(TUIBIRF]3)
_ c1a? B\ U 13| RF|151(RF) Y3
.(cwzﬁZHRFH%H(RF) 1 B u2|63€||2|| )13

2 2., _ y*2 e 2 (U2 (Ut
< log (znunzniﬂzh (%) y ||2> <c1kg<u>K2<RF>+ 1R (U) 3(u) <RF>>
< log (262K2(u2K2(RF))> (Cﬂ?%(U)KZ(RF)) <1+K2(UZ73(2(RF)> (B.14)

iterations, the sequence {yt}kT:l generated by running weighted SGD algorithm satisfies

the error bound
c3€e - h(y*)
|AF||3

Note that in (B.13) we used (B.12). From this, we have

lyr —y*[3 <

|A(xr —x")[5 = [AFF~ (xr —x")|3
IAF|3 - [lxr — x*|1%
= |AF[5- llyr —v*I5
= cse-h(y")
= ellAx*|3.

IN

For the second part, we show the result for general choice of F. The proof is basically
the same as that of the first part except that we set

2eh(y 2) e
| AF|[3

in Corollary 19 in [Yan+16b]. The resulting step-size # and number of iterations required
T become

. 2¢ - 02, (AF) - h(y*) /| AF|3
Y (AwEy — B2 AGEI3/ pi+ (26 - h(y*) /| AF|12) 02, (AF) su

HA Fli3
pPi
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and

€ 2e

2 2 2 2
T =log (CZK Gl (RF))> (e ()R (RF)) <1+ < (L) (RF) (RF>>.
Setting F = R™! recovers the value of T shown in Theorem 4.3. The sequence {y:}/_,

generated by running weighted SGD algorithm satisfies the error bound

2¢h(y”)
|AF||5 -

lyr —y*[3 <

Note that when the problem is unconstrained, by smoothness of the objective h(y) we
have

h(yr) —h(y*) < [|AF(3 - lyr —y* 3 < 2eh(y").
Then by (B.5) we have

flar) < (1+2e)f(x") < (14 2e+€?)f(x").

Vfxr) < (1+e€)y/ f(x").

This completes the proof because /f(x) = ||[Ax — b]|>.

This implies

B.3 PROOF OF THEOREM 4.4

Consider the following three events:

¢ &: Compute a matrix R such that U = AR™! has condition number %, and then
compute F = R~ and H = (FFT) -

* &: Given R™1, compute {A;}"; as an estimation of row norms of AR™! satisfying
(4.3) with y = 0.5.

e &: For a given basis U with condition number &,(U) and {A;}? ; with approxima-
tion quality 7y, PwSGD returns a solution with the desired accuracy with iterations
10T, where T is specified in Theorem 4.2 or Theorem 4.3.

Since each preconditioning method shown in Table 2 succeeds with constant probabil-
ity, & holds with a constant probability. Also, as introduced in Section 2.3.2.3, & has
a constant failure probability. Finally, by Markov inequality, we know that & holds with
probability at least 0.9. As setting the failure probability of £; and &, to be arbitrarily small
will not alter the results in big-O notation, we can ensure that, with constant probability,
&1 NE N E; holds.

Conditioned on the fact that & N & N & holds, to converge to the desired solution
for /1 regression, PwSGD runs in O(dk;(U)/€?) iterations. Since all the preconditioning
methods in Table 2 provide x(U) = O(1) and % (U) = O(V/d), for unconstrained ¢,
regression it runs in O(dlog(1/€)/e) iterations. For constrained ¢, regression, since an
e-approximate solution in terms of the solution vector measured in the prediction norm
implies an /e-approximate solution on the objective, it runs in O(dlog(1/€)/€?) itera-
tions to return an e-solution in the objective value.

The overall complexity is the sum of the complexity needed in each of the above events.
For &1, it is time(R) because the time for computing F and H is O(d®), which can absorbed
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into time(R) and they only have to be computed once. For &, it is O(nnz(A) - logn).
Finally, for &3, when the problem is unconstrained, time, a1, = O(d?); when the problem
is constrained, time,pjare = poly(d). Combining these, we get the complexities shown in
the statement.

B.4 PROOF OF THEOREM 4.7

Let Gy consist of my copies of g and G = Uscr Gy. We may view the sampling step in
Algorithm 10 as follows. Sample s items uniformly from G independently with replace-
ment and denote the corresponding subset of samples by S. Then rescale every function
in S by M(F)/s and obtain D.

By Theorem 4.1 in [FL11], we know that if the above intermediate set S is an (e -
n/M(F))-approximation of the set G, then the resulting set D is a desired e-coreset for
F.Indeed, S is such a set according to Theorem 6.10 in [FL11].

B.5 PROOF OF PROPOSITION 48

We use A to denote A for the sake of simplicity. Also define the sensitivity at row index
i € [n]as
|A(i)x|p
§; =1 -sup =

veC i1 Agx|P

(B.15)

Suppose U € R"*F is an (a, B) well-conditioned basis of the range space of A satisfying
A = UR, where k = rank(A) and R € R¥*(@+1)_ Then from (B.15), we have

Agyx|P U Rx|? U yl?
|Agi)x] . |U (i) Rx| Cw Uiyl

vec |Axlly  wec IURx|p  yeer Uyl

U lIplly 13
Sup —— 5
yec! lllq/BP

Sl
n

< = B Uy = B - Ay,

where C' = {y € Ry = Rx, x € C} is a one-to-one mapping. The first inequality follows
from Holder’s inequality with % + % = 1 and the properties of well-conditioned bases.
According to the definition of sensitivity m(f;) = |s;| + 1, the above property implies

m(fi) <npPA;+1,

which implies M(F) = Y s; < (npP Y, Ai) +n = n((ap)? + 1), and completes the
proof.

B.6. PROOF OF PROPOSITION 4.9

According to Definition 4.6, we only have to show that for any arbitrary constant #n and
set of points G = {ay,...,a,} C RY, the following condition holds:

|{Range(G, x,7)|x € X,r > 0}| < n®1,
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B.7 PROOF OF PROPOSITION 4.10

where Range(G,x,r) = {a;||a]x|P < r} is the region located in the p-norm ellipsoid

|lalx|P = r. Since the condition {a;||a] x|P < r} = {a;|[alx| < r%} holds and the constant
r is non-negative and arbitrary. Without loss of generality, we assume p = 1 in the above
definition, i.e,, Range(G, x,7) = {a;||a] x| < r}.

Notice that for every x and r, Range(G, x, r) is a subset of G. Hence, we may view it as
a binary classifier on G, denoted by cy,. Given x € X and r > 0, for any a; € G we have

1, if|aTx| <7,
Cx,r (a1> — | 1 ‘ —
0, otherwise.

Therefore, one immediately sees that |[{Range(G,x,7)|x € X,r > 0}| is the shattering
coefficient of C := {cx,|x € X,r > 0} on n points, denoted by s(C,n). To bound the
shattering coefficient of C, we provide an upper bound based on its VC dimension.

We claim that the VC dimension of C is at most d + 1. By contradiction, suppose there
exist n + 2 points such that any labeling on these n 4 2 points can be shattered by C. By
Radon’s Theorem [Cla+93], we can partition these points into two disjoint subsets, namely
V and W with size n; and n, respectively, where the intersection of their convex hulls is
nonempty. Let b be a point located in the intersection of the convex hulls of V and W,
which in general can be written as

ny ny
b= Z)\ivi = Z(Tiwi, (B.16)
i=1 i=1

where A; > 0,0; > 0and Y,/1 A = Y12, 05 = 1.
By the above assumption, we can find vector x € IR” and nonnegative constant r such
that

—r < xTUi <r, i=1,...,ny; (B.17)
xTwi > 7 or xTwi <-r, i=1,...,n;. (B.18)
By combining conditions (B.16), (B.17) and (B.18), we further obtain inequalities

—r<blx<r

and
bTx < —rorbTx >r,

which is clearly paradoxical! This confirms that the VC dimension of C is less than or
equal to d + 1. Furthermore, by Sauer’s Lemma [Sauy2], for n > 2 the shattering coefficient
s(C,n) = |{Range(G,x,7)|x € X,r > 0}| is less than n“*!, which completes the proof of
this proposition.

B.7 PROOF OF PROPOSITION 4.10
Without loss of generality, assume the low dimension d is even (because if 4 is odd, we

can always add an extra arbitrary row to input matrix A and upper bound the size of the
original total sensitivity set by the same analysis). Let a; € [0,1]¢ be a vector with exactly
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d/2 elements to be 1. For each i € [n], let B; = {j|a; = 1}, where a;; denotes the j-th
element of vector a;. For fixed i, define x as,

2/d, if jeB;,
X]‘ =
—d, otherwise.

One immediately notices that xTa; = 1. Thus for ] # i,a; # a;, there exists an index k € [d]
such that aj; = 1 but a; = 0. Furthermore,

d d d
XTEl]' = Z xlaﬂ = Z xlajl + Z xlaﬂ + xka]-k < (d/2 - 1)(2/d) —-d<0,
=1 IeB; I#k I#B;
T

which further implies f;(x) = x"a; = 0; Therefore, the i-th sensitivity becomes

Since the above condition holds for arbitrary index i € [n], and we have ( d‘;z) vectors a;,
ie,n=( d{jz)f this confirms that the size of the total sensitivity set is at least ( d‘;z) ~ 24,
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PROOFS OF RESULTS IN CHAPTER 5

C.1 PROOF OF LEMMA 5.6

The proof has two parts. Part 1 is to prove the case where the subproblem is solved exactly
and Part 2 is for the case when the subproblem is solved approximately. In Part 1, there
are also two cases corresponding to condition (C1) and condition (Cz) respectively.
Throughout the proof, we use < to denote the partial order defined on the cone {B €
RAxd | wlBw >0 Yw € K}. With A; := w; — w*, then based on Assumptions 1 and 2, we

have
IV2F(wi) — V2F(w*)|l2 < L||Atlla,  pl = H* vl

Therefore we can get
(1 = LIIA|2)T = V2F(wy) < (v + L||A¢[|2)1.

Since [|A¢||2 < §7, then
Zyl =< VZF(wt) =< Zvl. (C.1)

Let
1

Tt(ZU) = E

(w —wi)THi(w — wy) + (w — wy) TV (wy).

Part 1 In this part, we consider the case where the subproblem is solved exactly in every
iteration of Algorithm 11. We show the following two results:

(a) Under condition (C1), the error recursion (5.10) holds with factors in (5.12).
(B) Under condition (Cz), the error recursion (5.10) holds with factors in (5.13).

If the subproblem min,,cc ¥;(w) is solved exactly in Algorithm 11, namely

w = in¥:(w),
t+1 = argmin ¥ (w)

then ¥¢(w;11) < ¥¢(w*). By expanding both sides, we have

1

50N Hif oy < ATH Ay = VF(00) Ayt + V(@) A, (C2)

The third term on the right-hand side satisfies VF(w*)TA;;1; > 0 because of the
optimality condition.
Note that

RHS = AT HiAr 1 — VE(wi) A + VF(w*) T Ay

= AIV2F(wi)Aiy1 — (VF(wi) — V(W) A1 + A (Hy — V2F(w1))Dpy1,
i
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C.1 PROOF OF LEMMA 5.6
where,
Ty = ATV2F(w;) Mgy — AT (/01 V2F(w* + 6(w; — w*))d(s) Arit
< AT ( /O ' (V2F(w" + b(wr — ")) — V2F(wy) ) dé) Atia

1
I8cll2- [ L3l 2ds - | Ara]

IN

N

L
Z AN - A .
< 5 IR 18l
Substituting it into T; and rewriting (C.2), we get

Lo Lo IR Al AT~ V2F () A
= AL HA AL HiA 4

(C3)

t+1 t+1

(a) Under condition (C1), we have

Arlgun( ) > )\rlfun(vzp(wl‘)) —€- Arlgax(VZF(wf»
= (1= ex(VZF(wt))) - Ayin (V2F (1))
> (1 - ZGK) mm(Vz ( ))
Then
Af (H; = V2F(w;)) Ayt > Py (V2F (1)) = € Aax (V2 (@i))] - [ A5 1%
Therefore

L-||A? - [ A
AR W (V2F(wr)) — € - AR (V2F (wy))] - || Apsa |2
i € Aax (V2F(wr)) - [|Ac]| - | A _
(V2F(wy)) — € - ARax(V2F(wy))] - [ Ay |I?

1

[ min

Reorganizing it and combining (C.1), we get

L 5ev/2
A < AP ———L A
|| t+l”_3]’£/475€1//4 || tH +3‘M/475€1//4 H t”
2L 5 4ke
< — A - | At]|-
—_ (1—27(6)‘11 || tH +1—2K€ || tH

(8) Under condition (Cz), we have

AL HiD i > AL V2 (wi) A — € - AL VZF(wr) A
= (I-¢)- t+1V F(wt) At

and

AT (i — V2F(w) Ay < €/ ATV2E(w)Ar - /AT V2 () Ay,

161



C.2 PROOF OF THEOREM 5.7 162

Substituting into (C.3) gives

LAl ATTRR@OA AL TR @A
o (1 — 6) t+1v F(wt)AtJrl (1 — 6) t+1v F(wt)At+1
L |Ad2 - Al 2¢ - \/ATV2F(wi) Ay
N (1 —€) mln(sz(wt)) ||At+1H \/At+1v F u)t At+1
- L A 26 AR (VPRG@) - AR
= (=€) AL (V2F(w)) (1Al e\ AK, (V2E(wp)) - [Ara]2

Reorganizing and combining (C.1) gives

L 2e 5v/4
Y [ — : A
2L 3e
Sm'|‘At|‘2+l_€'ﬁ"|Atl|~

Part 2 Now we prove the case where the subproblem is solved approximately. We want
to show that under condition (5.9), the error recursion (5.11) holds with C;, C; being
the same as in the case where the problem is solved exactly.

Consider iteration t in Algorithm 11. First, w;, ; = argmin ., ¥:(w) (note that w;
is not the minimizer any more). Based on the proof in Part 1, we have

lwfy g — w*[| < Cq- flwr —w*||*+ C; - [Jwr —w*|.
Then

w1 — w*|| < [lwppr — wipq || + lwiyq — w*||
< €0+ lwiyy —wil| 4 [[wiy, — w7
< e |wipy —w'| +eo lwr —w'|| + Jwpq —w|
= (1+eo) - [[wiq —w"|| +€o - [|[wr — |
< (1+€0)Cy - lwe — w*|[> + (0 + (1+€0)Cy) - [|wr — w*||.

C.2 PROOF OF THEOREM 5.7

From Assumption 3, it takes O(nnz(A)) time to construct the augmented matrix A €
R4 Here we apply a variant of the algorithm in [Dri+12], which uses the sparse sub-
space embedding [Coh16] as the underlying sketching method. One can show that, with
high probability, it takes O(nnz(A))dlog(nk +d)) = O(nnz(A)logn) time to compute a
set of approximate leverage scores with constant approximation factor, under the assump-
tion n > d®logd. This completes the proof.
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C.3 PROOF OF THEOREM 5.8

Before we show the proof of Theorem 5.8, we present our main results for the new pro-
posed leverage scores, namely block partial leverage scores, for approximating a matrix
of the form ATA + Q.

Theorem C.1. Given A € RN*? with n blocks, Q € R*? satisfying Q = 0 and e € (0,1), let

{7.'1.Q(A)}?:1 be its block partial leverage scores. Let p; = min{1,s - Z,,fi’f} with T, > TiQ(A).
T

Construct SA by sampling the i-th block of A with probability p; and resgaling it by 1//p;. Then
if

S (T €Y oo () 1
522<i§f1> (||u Dun+3) log<5) = (C.4)

where D is a diagonal matrix with D;; = TiQ(A) /%, and U is a matrix satisfying UT U < I, with
probability at least 1 — 6, we have

—e(ATA+Q) < ATSTSA — ATA < e(ATA + Q). (C.5)

Proof. Denote A = < Al ) Let A = UR where U has orthonormal columns. Then define

QE
U= AR ! and u, = AI-R_1 fori =1,...,n. By definition, the true partial leverage scores
TiQ(A)'S are defined as 7; = tr(U;U]). For simplicity, we use T; to denote TiQ(A).

In the following we bound ||[UTSTSU — UTU|| < e with high probability. For i =
1,...,n, define

Pi
—ufu; with probability 1 — p;.

X; =

{(1 —1)UlU; with probability p;
Also define Y = Y ' ; X;. We have E [X;] = 0. In the following we bound ||Y|| using the
matrix Bernstein bound.

First, we bound || X;|| fori = 1,...,n. Let Z = {i|p; < 1}. If i € Z¢, then X; = 0 and

||X;|| = 0. Thus we only consider the case where i € 7. In this case p; = ESJT%] Since p; < 1,

we have
~ulu;/p; = X; 2 UlU;/ p;.

Moreover,
ll < Ul p= 2 p
(T ) > (2 g) lwl? o
= 57, N 5T, %
Z’?: T ] 27,1: T
< (”])?g<”]>. (C6)
s T s

The last inequality comes from the fact that ; > 7; = tr(L;U]) > ||U;]|%



C.3 PROOF OF THEOREM 5.8

Next, we bound E [Y?] = Y, E [X?]. We have

n n
1
YE[X] = YE[X] =Y (5 (o — 12+ (1—pi)AT 4,47 4,
i=1 i€l i=1 pi
1 1
= Y (- -puluulu =y —ufuuly
i€l Pi ieZ It
7:1@‘ T T
iel !
n o~
< £ .u'pu,

where D is a diagonal matrix with D;; = 7;/%;. Above, (C.7) holds since by (C.6) we have

UiTUi/pi = ():;;1 ’T']) . %% - I. Therefore,

Yiag |
S

e [¥2] | < u"pul.

Since U consists of a subset of rows of U, one can show that UTU < UTU = I.
Given these, by the matrix Bernstein bound [Tro15], we have when

1 4d 1
> E TN. llTl)ll _I_E -lo - P
S2<j 1]> (” H 3) 1g(5> 62,

with probability at least 1 — 9,
Y[ <e

holds. With this one can show that
—el 2UTSTsu-Uu"u < el
Furthermore, we have
—eRTR < RUTSTSUR — RTUTUR < eR"R.
Therefore,
—eATA < ATSTSA — ATA < eATA.
Remark 11. In (C.4), since each element of D is no greater than 1 and utu < I, we have

u'pu=<utu=<1.

o 4d 1
S_4<gTi> -log(5> ‘3

Hence the sampling size

is sufficient to yield (C.5).
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C.3 PROOF OF THEOREM 5.8

Based on Lemma C.2 (stated below), we convert condition (Cz) to a standard matrix

product approximation guarantee. A direct corollary of Theorem C.1 completes the proof.

Lemma C.2. Given A € RN*? with n blocks, Q € R¥*4 satisfying Q = 0 and e € (0,1), and a
sampling matrix S € R%*", the following two conditions are equivalent:

(a)
—e(ATA+ Q) < ATSTsA — ATA < e(ATA + Q). (C.8)

(B)

T (ATSTSA— ATA)y| < e/ Ax|3+2TQx - \/I| Ayl +y7Qy, Vx,y € R™. (C.9)

Proof. First, it is straightforward to see (B) = (A) by setting x = y in (C.9). So now we
prove the other direction.

Denote A = <S%> Let A = UR where U has orthonormal columns. Then define
U= AR tand U; = A;R! fori =1,...,n. Then (C.8) is equivalent to
—eATA < ATSTSA — ATA < eATA.
Since R~ is a full-rank matrix,
—eRTATART < R°T(ATSTSA — ATA)R™! < eR"TATAR™L.
That is,
—el = —elTO < UTsTsu —u™u < el™0 = el. [U is orthonormal bases]
Therefore
|utsTsu—u'ul <e.
Now consider

IxT(ATSsTsA — ATA)y| = |xTRT(UTSTSU — uTU)Ry|

|Rx]l2 - [lUTSTSU — U U2 - [[Ry]l2

€ ||URx||2 - ||URy||2 [U is orthonormal bases]
e[| Ax]l2 - || Ayll2

= e+ /I AxIZ +xTQx - /Il AyI3 +yTQy.

INIA
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C.4 PROOF OF COROLLARY 5.12

According to Lemma 5.6, we have the error recursion

loops1 — w0l < (14 €0)Cy - e — w12 + (e + (1 + €0)C) - [lwoe — ']

< [(1+e0)Cyf- +e0+ (14+€0)C] - [lwr — ']

If leverage scores sampling is used, then

c, - 2L o 3e\/%'
(1—e)u 1—e€
Therefore
lwor1 = < [(1+€0)Cy i + 0+ (1+€0)C - [lwr — |
| 1+eo 3e\/x "
— [ et 1+ e VL] - |
= p- [t — .

Now by choosing € < min {1017, 0.1} and €9 < 0.01, we can get p < 0.9.

Since we use CG, in order to achieve ¢y < 0.01, we need @(sd\/E) according to Ta-
ble 12 (note that since we are in the local region, & = ©(x)). Meanwhile, since € <

min{ﬁ,o.l}, then s = O(d/e?) = O(dx).

Therefore, the complexity per iteration is
teonst + tsolpe = @(nnz (A)> + @(d2K3/2) = @<nnz (A) + d2K3/2) :
Similarly, if block norm squares sampling is used, then

2L o dex
(I—2ex)p’ '~ 1—2ex’

G =

Therefore

1+€0)Cy i + €0+ (1+€0)C - [[wr — ']

1+ 60 4ex "
S et (14 e0) o | - — |
y

|t %UII

Jeopsa =) < |(
[
{1

Now by choosing € < min } and ¢y < 0.01, we can get p < 0.9. As in the case

lOK’
where leverage scores sampling is used, we get the total complexity per iteration as

teonst + Esotwe = O(nnz(A)) + O(sr(A)dx®>'?) = O(nnz(A) + sr(A)di>?).
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C.5 PROOF OF THEOREM 5.13

Forj=1,...,s, define

X; = %(nAiTAi — ATA) with probability 1/1,Vi.

Let Y = )% ; X; = ATSTSA — ATA. Then E [X;] = 0. In the following we bound /Y|
through matrix Bernstein inequality. For convenience, we denote K; := max; || A;|%.
First,
1 T T
IXG1l = S lnAi A; — ATA|| < 2uK:/s,
and

E [xz} -1 i(nATA' — ATA)?
_ Ta,

n
-y [nz(AiT A+ (ATA? - 2nAiTAl-ATA}

1 ¢ 2
(ATA)? + 2 Y n(ATA)? - ?(ATA)Z

i=1

A
CI)N‘ —_
1=
=
>
e
=
5

IA

Therefore,
2 1 T 1 2
IE[¥?] || < [lsnKiAT Al = <nkif Al

By the matrix Bernstein bound [Tro15], we have when

>

€
s > 4nK(||A]]* + go) log(5) -
0

with probability at least 1 — 5,
Yl <e
Now by setting €y = || A||*¢, where € € (0,1), we have when

nK; d, 1 max; || A;]|? d, 1
>4 og(Ly . o = g DA 502y 2
P2 ap e @ =t ap 8

with probability at least 1 — 6, ||[ATSTSA — ATA|| < e-||ATA| holds. Since Q = 0,
|ATA|| < ||ATA+ Q|. This implies condition (C1).



PROOFS OF RESULTS IN CHAPTER 8

D.1 PROOF OF PROPOSITION 8.5

Recall, for any t € R?, for ®~1(t), we mean (bel(tl), . ,CIJ‘;l(td)) € RY, where ®;(-) is
the CDF of p;(-).
From f,(t) = e_i“T®71(t), forany j=1,...,d we have

af(t) _ . uj —iuT (1)
ot; =) Pj(q’fl(tj))e

Thus,

In (8.6), when I = [d],

/[0,11“‘ = /[o,ud Aty oty

9f

auI

dty - - dty

di’]> . (D.1)

) ]ﬁ </m

With a change of variable, CDj(tj) =vj, forj=1,...,d, (D.1) becomes
d

U; d
JE </[0,11 (M) dtf) =]11 (/R|uj|dv]-> - .

As this is a term in (8.6), we know that Vyx[f,(f)] is unbounded.

Pj(q’fl(fj))

D.2 PROOF OF PROPOSITION 8.6

We need the following lemmas, across which we share some notation.

Lemma D.1. Assuming that x = sup,ga h(x,x) < oo if f € H, where H is an RKHS with
kernel h(-,-), the integral [pq f(x)p(x)dx is finite.
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D.2 PROOF OF PROPOSITION 8.6

Proof. For notational convenience, we note that

[ F@p(x)dx =B [F()],

where E [-] denotes expectation and X is a random variable distributed according to the
probability density p(-) on R
Now consider a linear functional T that maps f to E [f(X)], i.e.,

Tlfl = E[f(X)]. (D.2)

The linear functional T is a bounded linear functional on the RKHS H. To see this:

EF(X)]| < E[f(X)] Gensen's Inequality)
= E[[{f,h(X,"))nl] (Reproducing Property)
< IfIIE[Ir(X;-)[l%]  (Cauchy-Schwartz)
< WA |6 X)) = U < e
This shows that the integral [ f(x)p(x)dx exists. O

Lemma D.2. The mean py, ,(u) = [pa h(u, x)p(x)dx is in H. In addition, for any f € H,

E[f(X)] = [, Fp(dx = (f i) (03)

Proof. From the Riesz Representation Theorem, every bounded linear functional on H
admits an inner product representation. Therefore, for T defined in (D.2), there exists
Mnp € H such that

Tf] =E[f(X)] = (f, wnp) u-

Therefore we have, (f, )3 = [ f(x)p(x)dx for all f € H. For any z, choosing f(-) =
h(z,-), where h(-,-) is the kernel associated with H, and invoking the reproducing prop-
erty we see that

g (2) = Gz, ) g = [ Gz 0)p(x)d.
O

The proof of Proposition 8.6 follows from the existence lemmas above, and the following
steps.



D.3 PROOF OF THEOREM 8.8

esplfl = | [ FOPEIE— L 3 )
= |Gt § LA A

= |Gt § S

1 S
< Wl g = 5 DM@ = Wl Day(9),
= H
where Dy, ,(S) is given by
1 ?
Dh,p(s)z = ‘ Mup — 3 Eh(wl, )
=1 2
SR IR MU CUD PR W) M CUDRILURIH
=1 =1j=1
B fy0] - E ] 5 F Eon )
I=1 1=1j=1

= Je Je M@ @p@eds =23 [ nh @p(@io

+l2 i Y h(w!, w))

T iI3j=

D.3 PROOF OF THEOREM 8.8
We apply (8.9) to the particular case of h = sinc;. We have

. . d sin(b; . b
L, L@ op@p@doty = 7 [ d_/Rd]ljlej<wj>pj<¢j)dwd¢
L. in(b;(w; — ¢,
=7 dEAAfMPj(%)Pj(%W%Mp

wj

and

Thus we can consider each coordinate on its own.
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D.3 PROOF OF THEOREM 8.8 171

For fixed j, we have
in(b; b
[ e =, [ eostpon e
_ 2/ / eP¥p(x)dxdp
- . /_ . 9i(p)dp

The interchange in the second line is allowed because the p;(x) makes the function inte-
grable (with respect to x).
Now fix w € R as well. Let hj(x,y) = sin(b;(x —y))/7t(x — y). We have

in(b;(w —w
[ h@op@do = -t [ BOC) 0,

sin(b;x)

— -1 :
= 7 /R : pj(x +w)dx

bj 4
e [ 9B tap,

j

where the last equality follows from first noticing the characteristic function associated
with the density function x — pj(x +w) is B — ¢(B)e™F, and then applying the previous
inequality.

We also have

S costB =y xopiv)apazay
-2 /_b;jefﬁ<x-y)pj<x>pj<y>dﬁdxdy

= 2 /bj [ [ e b)) ddydp

= 31 (e (e na ) a
- 5 / 7/(B)g;(B)"dp

T2 / pIFds.

The interchange at the third line is allowed because of p;(x)p;(y). In the last line we use
the fact that ¢;(-) is Hermitian.

sin(b;(x —
./]R/]R (;(fy y))p]( )P](y)dXdy
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D.4 PROOF OF THEOREM 8.11
Let b > 0 be a scalar, and let u € [—b,b] and z € R. We have

/.oo e—iux Sin( (x _ Z)) dx = e—iuz /oo —i27T 5 “ Sm(ﬂy)
—0 m(x —z) —co Ty 4y
= e ™ rect(u/2b)

—iuz
e ’

where rect is the function that is 1 on [—1/2,1/2] and zero elsewhere.
The last equality implies that for every u € (b and every x € R? we have

= [, fulw) sincy(y, x)dy.

We now have for every u € [,

GS,p[fu] = fu( dx—fo

= /1Rd ]Rdfu(y)SinCh(y/ x)dyp(x x—*Z/ fu(y) sincy, (y, w )dy’

- e fu(y) [/]Rd sincy (y, x)p(x)dx — 1i§sincb(y, wi)] dy| .

Let us denote

. 1S . ;
rs(y) = /]Rd sincy (y, x)p(x)dx — 3 Esmch(y, w').
i=1

Then
esplfl = | [, Suturs()ay].

Since the function rg(-) is square-integrable, it has a Fourier transform 7g(-), and this
formula is exactly the value of 75(u). That is,

esplful = Ps(u)].
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Now,

Egury) [esplf?] =

D.5 PROOF OF COROLLARY 8.12

E, ~u(on) [es,p[fu]z}
d -1
A 2
2b: d
/ueDb|rS(u> (H ]> u
d -1
<H2bj> 1751172
j=1

_em?
T1%, 2b;

d
T pU(s).

H?:l bj P

2
7515w,

The equality before the last follows from Plancherel formula and the equality of the norm
in PWj, to the L2-norm. The last equality follows from the fact that rg is exactly the expres-
sion used in the proof of Proposition 8.6 to derive DE.

D.5 PROOF OF COROLLARY 8.12

In this case, p(x)

characteristic function associated with p;(-) is ¢;(B) = e 25

For the first term, since

bj
INCGIR:

we have

= H;-izl pj(xj) where p;(-) is the density function of N'(0,1/0;). The

52
. We apply (8.11) directly.

d .
d]_[/ |(P] |2d,3:1_[2ﬁ91’f <J]> (D.4)
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D.6 PROOF OF COROLLARY 8.13

For the second term, since

b - b /5
j . j
[ opeap = [ emartbap
—bj —bj
I\ 2
‘B 'lTjZU]
ajw] h/ 7(7. 1
— o3 / \/ij V2 d’B
~b;
lTZUZ 2
G e v
]
= \f2(7]e 2 e dy
-7
b ok
2?2 L —ild
Y 2 2 2
= \/E(fje p / i e Fdz
b]. 'ajwj
TV V2
2(al)2 . ! , w
= \/Eo'je_a] (ZZU]) erf _L — l% _ erf L _ 1L
V2 V20; V2 V2o; V2

0.2(207.)2 b: U-wl.
= \/27'(0"8_% Re | erf [ ——2— — ig ,
J V2o; V2

we have

200 ST [ 018 Fdp — 15 b5
S(27{) l;fl}/_qu)](ﬁ)e dg == Z;ﬂ\ﬁ Re | erf \[U] l\/i .
(D.5)

Combining (D.4), (D.5) and (8.11), (8.12) concludes the proof.

D.66 PROOF OF COROLLARY 8.13

The proof is similar to the proof of Theorem 3.6 of [DKS13]. Note that since sup, s 1(x, x) <

oo, we have [pqh(x,x)p(x)dx < co. From Lemma D.2 we know that [ h(-,y)p(y)dy € H;
hence from Lemma D.1, we have [pq [ga h(x,y)p(x)p(y)dxdy < oco.
By (8.9), we have

DS = [, [ 1w @)p(@)p(@)dwdy
_ig/n;d h(wl,w)p(w)da)
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D.7 PROOF OF PROPOSITION 8.15

Then,

E [D,(8)?] = /[01 ~ /[01 (/}R [ p)p(@)p(@)dedy

+ 5 Y (@ (), e (H))
713
+Slz Xs: 'h(<I>‘1(tl),<I>‘ ( ))) dtt ... df
Li=11#]

Obviously, the first is a constant independent of t1, ..., #5. Since all the terms are finite,
we can interchange the integral and the sum among rest of the terms. In the second term,
for each I, the only dependence on t1 ..., # is t); hence all the other #/ can be integrated
out. That is,

/[01 /[01 /IRd CULCLEE /[o,l]d/wh(q’fl(tl)rw)r?(w)dwdtl

B /]Rd /]Rd h(g, w)p(P)p(w)dpdw.

The last equality comes from a change of variable, i.e., ! = (®1(¢1),...,Dy(¢s))-
Similar operations can be done for the third and fourth term. Combining all of these,
we have

E [Dh,p(s)z} = /]Rd /md ¢)dwdd — 2/ / (w,§)p(w)p(¢)dwdg
4= / (w,w) / /Rd w, P)p(w)p(Pp)dwde
= g/leh(w w) w—f/ / )p(¢p)dwde.

D.7 PROOF OF PROPOSITION 815

Before we compute the derivative, we prove two auxiliary lemmas.
Lemma D.3. Let x € RY be a variable and z € R? be fixed vector. Then,

dsincy(x, z . .
abxi) =b; smc;,j(x]-, zj) lzé[smchq(xq,zq). (D.6)
q97]

We omit the proof as it is a simple computation that follows from the definition of sinc;.

Lemma D.4. The derivative of the scalar function f(x) = Re {e’“z erf (c + idx)}, for real
scalars a, c,d is given by

of _ —2axe"" Re lerf (c + idx)] + 2d g gl sin(2cdx).

ox NG
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Proof. Since

D.7 PROOF OF PROPOSITION 8.15

flx) = % (tf”xz erf(c + idx) + (e*axZ erf(c + idx)) *>
= % (e_“x2 erf(c + idx) + e erf(c — idx)) , (D.7)

it suffices to compute the the derivative g(x) = e erf(c + idx).
Let k(x) = erf(c + idx). We have

Since

we have

We now have

f'(x)

¢ (x) = —2axe" ™ k(x) + e~ K (x). (D.8)

k(x) = erf(c+idx)

2 c+idx 2

— e % dz

7=
2 c 2 c+idx 2 )

- = dz+ | 24
\/E (/0 e z+ ) e z

- \/ZE ( /O ‘e Py + (id) /O ' e_(c+i"lt)2dt>, (D.9)

_ \/2Ee(c+idx)2 _ %edzxzcz@in(zcdx) +icos(2cdx)). (D.10)

~— ~—
OQ\ OQ\
) ~—~
= =
N— N—
+ +
— —
OQ\ OQ*
—
IS
= =
S— v\

/N

—2axe ™ (k(x) + k*(x)) + ¢~ (K (x) + (K (x))"))

24d .o
edx c

NI NI~ DN~ DN =

(—élayce_”"2 Re [erf (¢ + idx)] + e ™ ’ sin(2cdx)>

T
2d

Vi

—2axe" Re lerf (c +idx)] + g gt sin(2cdx). (D.11)

O

For the first term in (8.12), that is Slz Yo—1 Yo_q sinc,(w™, w"), to compute the partial

derivative of w;-, we only have to consider when at least m or ris equal to I. If m = j = I,

by definition, the corresponding term in the summation is one. Hence, we only have
to consider the case when m # r. By symmetry, it is equivalent to compute the partial
derivative of the function s% Yo, mtl sincy (w!, w™). Applying Lemma D.3, we get the

first term in (8.14).

Next, for the last term in (8.12), we only have consider the term associated with one in
the summation and the term associated with j in the product. Since
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o2 (wh)?
—/]e 2
V2r

simply apply Lemma D.4 and get its derivative with respect to wﬁ

b; ol . . .
Re (erf (o\j/i — Z\’/ij>) satisfies the formulation in Lemma D.4, we can
j

Equation (8.14) follows by combining these terms.



PROOFS OF RESULTS IN CHAPTER 9

E.1 PROOF OF THEOREM 9.4

Let c(0) = L ¥5 | gi(0) where g;(0) = e 7' Tt is easy to see that for any x +z = o we
have c(0) = (¥(x ),‘i’( )). The function k is additive-invariant, so we can abuse notation
and write k(c) = k(x, z) for x +z = 0. Now, let us denote f(0) = c(c) — k(o).

Let My = {x+z | x,z € M}.Itis easy to see that M, isa subsetof T = {c | ||o| <

2Rand 0; > r,i=1,...,d }. Our goal is to show that with probability specified in (9.3),
|f(0) <€, VoeT. (E.1)

Since diam(7) < 4R and it is closed in R?, T is compact. We can construct an e-net
over T using less than | = (4diam(7") /) balls with radius y [CSoz2]. Denote the anchors
of the net by {ﬂi}l[zl. We bound |f(c)| uniformly (with high probability) by showing that
the following two claims hold with high probability:

e Fori=1,...,]J,|f(n")| <e/2;

e For Vo € My, |Vf(0)| <e/2y.
These are sufficient because for any ¢ € T, let ' be the nearest anchor to ¢. It satisfies
lo — 7| <7, and hence

IF@) = lf ")+ f(@) = FOr)]
< OO+ 11f (o) = £
= ||f(17’:)|| + ||Vf(§)T(U—’7i)|l|
< NNV [lo =7
< €/2+7-€/2y=¢ (E.2)

for some & on the line connecting o and 7' (note that 7 is convex, so the line is contained
in it). The second equality uses the mean-value theorem.

To show the first claim, it is sufficient to show |f(c)| < € holds with high probability
for any (fixed) o. The claim then follows from a union bound. For any ¢ € T, we have

2 gi(o 7). (E.3)

From Theorem 9.3, it is not hard to show that E [w;| gi(¢) = k(0), fori = 1,...,s. Also,
|gi(0)| < 1. By the Hoeffding inequality, we have

15
Ip{
5.z

X;gi(a)*

e} < %€, (E.4)

By a union bound, the first claim holds with probability at least 1 — 2] ese/2,
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E.1 PROOF OF THEOREM 9.4

To show the second claim, we need to bound the Lipschitz constant of f uniformly. Let
A = argmaxge7 || Vf(0)||. Since E [c(A)] = k(A), we have E [Vc(A)] = Vk(A), as

KA D [
0\, OA; JRre

= /1Rd wie_ﬂwp(w)dw
+

- [ ] < 0], @3

The interchange between the integral and derivative is allowed because the functions

w,A e”\Twp(w) and w, A — wie’)‘Twp(w) are both continuous on A and w.
Taking the expectation on ||V f(A)[|2 = ||Vc(A) — Vk(A)||?, we have

E[IV/MI] = E[IVe)2 =2Ve()TVF(A) + VK1) 2]
= E[|Ve()|?] - | VK2
< E[[Ve)?
d
dc(A)
_ [;( o ) ] (E.6)
Recall that c(A) = 5 Y7 gi(A), so ag)\j =1y, %&?).As <i(A) = e~ we have
9gi(A) ATwi
= —e w'. (E7)
oA I
Hence, continuing (E.6), we have
2 i Ay ~ATwl i ’
E[|VIVIP] < ZE|Y (Le ™
=1 \i=1
r 2
1 d S _ z'_)\
s 2E ;(ge Yt ]
_]71 i=1
1 _d S —wir ; 2
< 57 Z: ;6 /wj
_]71 i=1
1 ¢ N i ?
j=1 i=1

where we used the facts that w! i A;j are positive and A; > r.
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E.2 PROOF OF PROPOSITION 9.5

By our assumption, w; are i.i.d. variables with density q. Hence the expectations in the
summand above are identical. Let v be a random variable with density function 4. We have

E[Ivf0I?] < SE {<§;eﬂwV>2]. (Eo)

Expanding the last inequality and using Jensen’s inequality, we have

B[V = & (5[] + (&~ s) (B [0 )
< d-E [efzwvz}
= dLg,. (E.10)

By Markov’s inequality, we have

P{||VFf(A)|]> > e2/49%} < 472Lq,,/62. (E.11)

d
Overall, with probability at least 1 — 2 ( %) emse/2 49°L,,/€?, the two events will

hold simultaneously. With ¢ := (16R)di( —se?/ z'yqu,r)dlﬁ, and since L;R > ¢, the
success probability is at least

2
RL s
1—2°6 <2W> e a2, (E.12)
€

The second part of the theorem follows by fixing the failure probability and solving
for s.

E.2 PROOF OF PROPOSITION 9.5

By the definition of Lq,,, we have

Lq,r — ]E[e—Zwrwz}

Zwrwzw Ze —p? /4wdw

2l e
2y/m Jo
25» / e—2wr—‘32/4ww%dw
Z\F / —(2rc)( w+l/w)w%dw
B V2rp+1

_ b ) E.
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E.3 PROOF OF PROPOSITION 9.6

_ _B
where ¢ = N and we use the fact that

/Efu(erl/x)xl/de

= Y2 (2a+ Derf(VA(L/VE ~ V) -
%/_22’1 ((2(1 — 1)e4aerf(\/ﬁ(1/\/§+ ﬁ))) —
xe—d(x+1/x)
% +C (E.14)

E.3 PROOF OF PROPOSITION 9.6

Let ¢(o) = e P LV Ttis easy to verify that for p = €2/d?, we have |p(c+p) — ¢p(0)| < €
for c € RY%. Hence, for § = % we have |k(x,z) —k(x+J,z+4 6)| < €/2. Now, applying
Theorem 9.4 to the set M + ¢ shows that with the specified probability, |k(x + 6,z + J) —
c(x+6,z+95)| < €/2. The bound now follows from (9.4).

E.4 PROOF OF PROPOSITION 9.7
By the definition of L;,, we have
Lq,}’ — ]E [672wrw2}
[ee]
— /\/ 672wref)\ww2dw
0
- A /'0o e—(2r+)\)ww2dw
0
2A

= m, (E.15)

where we use the fact that

ax (22 _
/e”xxzdx ¢ (a°x” — 2ax +2) +C. (E.16)
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