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## Abstract

CG, MINRES, and SYMMLQ are Krylov subspace methods for solving large symmetric systems of linear equations. CG (the conjugate-gradient method) is reliable on positive-definite systems, while MINRES and SYMMLQ are designed for indefinite systems. When these methods are applied to an inconsistent system (that is, a singular symmetric least-squares problem), CG could break down and SYMMLQ's solution could explode, while MINRES would give a leastsquares solution but not necessarily the minimum-length solution (often called the pseudoinverse solution). This understanding motivates us to design a MINRES-like algorithm to compute minimum-length solutions to singular symmetric systems.

MINRES uses QR factors of the tridiagonal matrix from the Lanczos process (where $R$ is upper-tridiagonal). Our algorithm uses a QLP decomposition (where rotations on the right reduce $R$ to lower-tridiagonal form), and so we call it MINRES-QLP. On singular or nonsingular systems, MINRES-QLP can give more accurate solutions than MINRES or SYMMLQ. We derive preconditioned MINRES-QLP, new stopping rules, and better estimates of the solution and residual norms, the matrix norm and condition number.

For a singular matrix of arbitrary shape, we observe that null vectors can be obtained by solving least-squares problems involving the transpose of the matrix. For sparse rectangular matrices, this suggests an application of the iterative solver LSQR. In the square case, MINRES, MINRES-QLP, or LSQR are applicable. Results are given for solving homogeneous systems, computing the stationary probability vector for Markov Chain models, and finding null vectors for sparse systems arising in helioseismology.
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## Chapter 1

## Introduction

### 1.1 The Motivating Problem

In 1998 when the Google PageRank algorithm was first described [16], the World Wide Web contained about 150 million web pages and the classical power method appeared to be effective for computing the relevant matrix eigenvector. By 2003, the number of web pages had grown to 2 billion, and the power method was still being used (monthly) to compute an up-to-date ranking vector. Given some initial eigenvector estimate $v_{0}$, the power method involves the iteration

$$
\begin{equation*}
x_{k}=A v_{k-1}, \quad v_{k}=x_{k} /\left\|x_{k}\right\|, \quad k=1, \ldots, k_{P} \tag{1.1}
\end{equation*}
$$

where $A$ is a square matrix with rows and columns corresponding to web pages, and $A_{i j} \neq 0$ if there is a link from page $j$ to page $i$. Each column of $A$ sums to 1 and thus $A$ is called a column-stochastic matrix. Moreover, if its underlying graph is strongly connected, then by the Perron-Frobenius theorem, $A$ would have a simple dominant eigenvalue of 1 and thus the power method is applicable. In practice, the convergence of (1.1) appeared to be remarkably good. The required number of iterations $k_{P}$ was at most a few hundred.

Much analysis has since been done (e.g., [31, 64]), but at this stage, there was still room for optimistic researchers [18, 42, 46] to believe that Krylov subspace methods might prove useful in place of the power method. Since the related eigenvalue is known to be 1 , the method of inverse iteration [50, p. 362], [87] could be used. This involves a sequence of linear systems in the following iteration:

$$
\begin{equation*}
(A-I) x_{k}=v_{k-1}, \quad v_{k}=x_{k} /\left\|x_{k}\right\|, \quad k=1, \ldots, k_{I} \tag{1.2}
\end{equation*}
$$

where the number of iterations $k_{I}$ would be only 1 or 2 . The matrix $A-I$ is intentionally singular, and the computed solutions $x_{k}$ are expected to grow extremely large $\left(\left\|x_{k}\right\| \approx 1 / \varepsilon\right.$, where $\varepsilon$ is the machine precision), so that the normalized vectors $v_{k}$ would satisfy $(A-I) v_{k} \approx 0$ and hence $A v_{k} \approx v_{k}$ as required.

Of course, Krylov subspace methods involve many matrix-vector products $A v$ (as in the power method) and additional storage in the form of some very large work vectors.

### 1.1.1 Null Vectors

The Google matrix $A$ is square but unsymmetric. With the PageRank computation in mind, we were motivated to investigate the use of LSQR [82, 83] on singular least-squares systems

$$
\begin{equation*}
\min _{x}\|A x-b\|_{2}, \quad A \in \mathbb{R}^{m \times n}, \quad \operatorname{rank}(A)<n \tag{1.3}
\end{equation*}
$$

in order to compute null vectors $v$ satisfying $A v \approx 0$. (We have now replaced $A-I$ by $A$, and $A$ may be rectangular.) For almost any nonzero vector $b$, the computed solution $x$ should be extremely large in norm, and the normalized vector $v=x /\|x\|$ will be a null vector of $A$.

Our first test matrix $A$ was derived from $A_{H}$, the $500 \times 500$ unsymmetric Harvard matrix called harvard500 assembled by Cleve Moler [71] to simulate the PageRank problem. With normal stopping tolerances in place, we found that LSQR converged to a least-squares solution that did not have large norm (and was not a null vector of $A$ ). Only after disabling all stopping conditions were we able to force LSQR to continue iterating until the solution norm finally increased toward $1 / \varepsilon$, giving a null vector $v=x /\|x\|$ as required.

### 1.1.2 A Revelation

The question arose: Which solution $x$ was LSQR converging to with the normal stopping rules when $A$ was singular? Probably it was the minimum-length solution in which $\|x\|_{2}$ is minimized among the (infinitely many) solutions that minimize $\|A x-b\|_{2}$. In any case, the associated residual vector $r=b-A x$ was satisfying $A^{T} r=0$ because LSQR's stopping rules require $\left\|A^{T} r\right\| /(\|A\|\|r\|)$ to be small when $\|r\| \neq 0$. Suddenly we realized that we were computing a null vector for the transpose matrix $A^{T}$. This implied that to obtain a null vector for the singular matrix $A$ in (1.3), we could solve the least-squares problem

$$
\begin{equation*}
\min _{y}\left\|A^{T} y-c\right\|_{2}, \quad A \in \mathbb{R}^{m \times n}, \quad \operatorname{rank}(A)<n \tag{1.4}
\end{equation*}
$$

with some rather arbitrary vector $c$. The optimal residual $s=c-A^{T} y$ would satisfy $A s=0$, and the required null vector would be $v=s /\|s\|$. Furthermore, LSQR should converge sooner on (1.4) than if we force it to compute a very large $x$ for (1.3).

Figure 1.1 shows LSQR converging twice as quickly on (1.4) compared to (1.3).

### 1.1.3 Symmetric Systems

At some point another question arose: What would happen in the symmetric case? Both the systems (1.3) and (1.4) take the form

$$
\begin{equation*}
\min _{x}\|A x-b\|_{2}, \quad A \in \mathbb{R}^{n \times n} \text { and symmetric, } \quad \operatorname{rank}(A)<n \tag{1.5}
\end{equation*}
$$

For general symmetric $A$ (not necessarily positive definite), the natural Krylov subspace methods are SYMMLQ and MINRES [81]. When $A$ is singular, MINRES is the logical choice because it allows the residual $r=b-A x$ to be nonzero. In all cases, the optimal residual satisfies $A r=0$. If $b$ happens to lie in the range of $A$, the optimal residual is $r=0$, but otherwise-for example, if $b$ is a random vector-we can expect $r \neq 0$, so that $v=r /\|r\|$ will be a null vector, and again it will be obtained sooner than if we force iterations to continue until $\|x\|$ is extremely large. In a least-squares problem, $\|r\|>0$ and thus MINRES would need new stopping conditions to detect if $\|A x\| /\|x\|$ or $\|A r\| /\|r\|$ were small enough. We derive recurrence relations for $\|A x\|$ and $\|A r\|$ that give us accurate estimates without extra matrix-vector multiplications.

We created our second test matrix from harvard500 by defining $\widetilde{A}=A_{H}+A_{H}^{T}$ and constructing a diagonal matrix $D$ with diagonal elements $d(i)=1 / \sqrt{\|} \widetilde{A}(i,:) \|_{1}$, which is well-defined


Figure 1.1 Solving min $\|A x-b\|$ (1.3) and $\min \left\|A^{T} y-c\right\|$ (1.4) with $A=A_{H}-I, b$ random, $\|b\|_{2}=1$, and $c=b$, where $A_{H}$ is the $500 \times 500$ Harvard matrix of Moler [71]. The matrix is unsymmetric with rank 499. Both solves compute the null vector of A. Left: With the normal stopping rules disabled, LSQR on $\min \|A x-b\|$ (1.3) takes 711 iterations to give an exploding solution $x_{k}$ such that $\left\|A x_{k}\right\| /\left\|x_{k}\right\| \approx 1 \times 10^{-6}$, where $k$ is the LSQR iteration number. Right: In contrast, $L S Q R$ on $\min \left\|A^{T} y-c\right\|$ (1.4) takes only 311 iterations to give $s_{k}=c-A^{T} y_{k}$ such that $\left\|A s_{k}\right\| /\left\|s_{k}\right\| \approx 7 \times 10^{-7}$. To reproduce this figure, run testNull3 $([3,4])$.
because there is no zero row in $A_{H}$, and then we apply diagonal scaling: $\hat{A}=D \widetilde{A} D$. Note that $\hat{A}$ is not a doubly stochastic matrix (which would have a trivial dominant eigenvector $e=[1, \ldots, 1]^{T}$ ), but it happens to have a simple dominant eigenvalue 1. We applied MINRES twice on (1.5) with the shifted matrix $A:=\hat{A}-I$ and a randomly generated $b$ : the first time with normal stopping conditions and a second time with all stopping conditions disabled except $\|A x\| /\|x\|<$ tol. The results are shown in Figure 1.2.

Given that singular least-squares problems have an infinite number of solutions, the same question arises: Which solution does MINRES produce on singular problems? As for LSQR, we surmised that it would be the minimum-length solution, and indeed this is true for MINRES when $b$ lies in the range of $A$. However, when the optimal $r=b-A x$ in (1.5) is nonzero, we found experimentally (and later theoretically) that MINRES does not return the minimum-length solution.

Thus began the research that comprises most of this thesis. A new implementation called MINRES-QLP has been developed that has the desired property on singular systems (that of minimizing $\|x\|)$. The implementation is substantially more complex, but as a bonus we expect MINRES-QLP to be more accurate than the original MINRES on nonsingular symmetric systems $A x=b$.

For a preview of the performance of MINRES-QLP compared to MINRES with normal stopping conditions on symmetric problems, see Figures 1.3-1.6. On ill-conditioned nonsingular compatible systems, the solution quality of MINRES-QLP could be similar to that of MINRES, but the residuals are much more accurate (see Figures 1.5 and 1.6). There are applications, such as null-vector computations, that require accurate residuals. On singular systems, MINRES-QLP's solutions and residuals could be much more accurate than MINRES's (see Figures 1.3 and 1.4).

Ipsen and Meyer [60] state that in general, Krylov subspace methods such as GMRES on singular compatible systems yield only the Drazin inverse solution (see section 2.3.2 for more details). GMRES is actually mathematically equivalent to MINRES if $A$ is symmetric. In contrast, our work shows that both MINRES and MINRES-QLP could give us the minimumlength solution.

Ipsen and Meyer [60] also show that in general, Krylov subspace methods return no solution for inconsistent problems. However, we show that MINRES computes a least-squares solution (with minimum $\|r\|_{2}$ ) and our new Krylov subspace method MINRES-QLP gives the minimumlength solution to singular symmetric linear systems or least-squares problems.

In Chapter 2 we establish that for singular and incompatible Hermitian problems, existing iterative methods such as the conjugate-gradient method CG [57], SYMMLQ [81], MINRES [81], and SQMR [38] cannot minimize the solution norm and residual norm simultaneously.


Figure 1.2 Solving min $\|A x-b\|$ (1.5) with $A:=\hat{A}-I$, where $\hat{A}$ is a symmetrized and scaled form of the $500 \times 500$ Harvard matrix $A_{H}$ (see text in section 1.1.3), $b$ random, and $\|b\|_{2}=1$. The matrix has rank 499. Left: With all stopping rules disabled except $\left\|A x_{k}\right\| /\left\|x_{k}\right\|<\operatorname{tol}=10^{-5}$, MINRES takes 77 iterations to give an exploding solution $x_{k}$ such that $\left\|x_{k}\right\| \approx 8 \times 10^{4}$ and $\left\|A x_{k}\right\| /\left\|x_{k}\right\| \approx 7 \times 10^{-6}$.
Right: In contrast, MINRES with normal stopping conditions takes only about 42 iterations to give $r_{k}$ such that $\left\|r_{k}\right\| \approx 0.78$ and $\left\|A r_{k}\right\| /\left\|r_{k}\right\| \approx 1 \times 10^{-5}$. Since the system is incompatible, MINRES needs new stopping conditions to detect if $\left\|A x_{k}\right\| /\left\|x_{k}\right\|$ or $\left\|A r_{k}\right\|$ is small enough. To reproduce this figure, run testNull3 $([5,6])$.


Figure 1.3 Solving min $\|A x-b\|$ (1.5) with $A:=\hat{A}-I$, the symmetrized/scaled/shifted $500 \times 500$ Harvard matrix, $\|A\|_{2} \approx 2$, b random, and $\|b\|_{2}=1$. The matrix has rank 499 and the system $A x=b$ is incompatible. MINRES takes 77 iterations to give an exploding solution $x_{k}$ such that $\left\|x_{k}\right\| \approx 2 \times 10^{5}$, while MINRES-QLP takes 78 iterations to give $\left\|x_{k}\right\| \approx 2.6$, with $\left\|r_{k}\right\| \approx 0.78$ and $\left\|A r_{k}\right\| \approx 10^{-5}$ in both cases. We also computed the truncated eigenvalue-decomposition solution (TEVD solution) and found that it matches our MINRES-QLP solution here. To reproduce this figure, run PreviewMINRESQLP1 (1).


Figure 1.4 Solving min $\|A x-b\|$ (1.5) with symmetric $A$ as in Figure 1.2 and Figure 1.3. We define $b=A z_{1}+z_{2}$, where $z_{1}$ and $z_{2}$ are randomly generated with $\|z\|_{1} \approx 13$ and $\|z\|_{2} \approx 10^{-12}$, and then we normalize $b$ by its 2 -norm. Thus $b$ has very small component in the null space of $A$-if any at all. The matrix has rank 499 but the system $A x=b$ is nearly compatible. The plots of MINRES and MINRES-QLP overlap completely except for the last two iterations. MINRES takes 143 iterations to give a nonminimum-length solution $x_{k}$ such that $\left\|x_{k}\right\| \approx 4.0$, while MINRES-QLP takes 145 iterations to give $\left\|x_{k}\right\| \approx 0.75$, with $\left\|r_{k}\right\| \approx 10^{-13}$ and $\left\|A r_{k}\right\| \approx 10^{-14}$ in both cases. We also computed the TEVD solution and found that it matches our MINRES-QLP solution here. If we had not known that this were generated as an almost compatible system, we would have guessed that it is compatible. MINRES-QLP appears to have a better regularization property than MINRES. This example also prompts us to ask the question: how to put a dividing line-in terms of $\left\|r_{k}\right\|$-between a linear system and a least-squares problem? To reproduce this figure, run PreviewMINRESQLP1 (4).


Figure 1.5 Solving $A x=b$ with symmetric positive definite $A=Q \operatorname{diag}\left(\left[10^{-8}, 2 \times 10^{-8}, 2: \frac{1}{789}: 3\right]\right) Q$ of dimension $n=792$ and norm $\|A\|_{2}=3$, where $Q=I-(2 / n) e e^{T}$ is a Householder matrix generated by $e=[1, \ldots, 1]^{T}$. We define $b=A e(\|b\| \approx 70.7)$. Thus, the true solution is $x=e$ and $\|x\|=O(\|b\|)$. This example is constructed similar to Figure 4 in Sleijpen et al. [96]. The left and middle plots differ after 30 and 33 iterations, with the final MINRES solution $x_{k}^{M}$ giving $\left\|r_{k}^{M}\right\| \approx 10^{-10}$ and $\left\|A r_{k}^{M}\right\| \approx 10^{-10}$, while the final MINRES-QLP solution $x_{k}^{Q}$ gives $\left\|r_{k}^{Q}\right\| \approx 10^{-12}$ and $\left\|A r_{k}^{Q}\right\| \approx 10^{-12}$. The right plot shows that $\left\|x_{k}\right\|$ is very similar for both methods; in fact for the final points, $\left\|x_{k}^{M}\right\| \approx\left\|x_{k}^{Q}\right\| \approx 2.8$ and $\left\|x_{k}^{M}-x\right\| \approx\left\|x_{k}^{Q}-x\right\| \approx 2 \times 10^{-7}$. To reproduce this figure, run PreviewMINRESQLP2(2).


Figure 1.6 Solving $A x=b$ with the same symmetric positive definite $A$ as in Figure 1.5 but with $b=e$. Since $\operatorname{cond}_{2}(A) \approx 10^{8}$ and $\|b\|_{2}=\sqrt{n}$, we expect the solution norm to be big $(\|x\| \gg\|b\|)$. The left and middle plots differ after 22 and 26 iterations, with the final MINRES solution $x_{k}^{M}$ giving $\left\|r_{k}^{M}\right\| \approx 10^{-2}$ and $\left\|A r_{k}^{M}\right\| \approx 10^{-2}$ only, while the final MINRES-QLP solution $x_{k}^{Q}$ gives $\left\|r_{k}^{Q}\right\| \approx 10^{-7}$ and $\left\|A r_{k}^{Q}\right\| \approx 10^{-6}$. The right plot shows that $\left\|x_{k}\right\|$ is very similar for both methods; in fact for the final points, $\left\|x_{k}^{M}\right\| \approx\left\|x_{k}^{Q}\right\| \approx 10^{8}$ but $\left\|x_{k}^{M}-x_{k}^{Q}\right\| \approx 1.4$. To reproduce this figure, run PreviewMINRESQLP2(1).

### 1.2 Preliminaries

### 1.2.1 Problem Description and Formal Solutions

We consider solving for the $n$-vector $x$ in the system of linear equations

$$
\begin{equation*}
A x=b \tag{1.6}
\end{equation*}
$$

when the $n \times n$ real symmetric matrix $A$ is large and sparse, or represents an operator forming products $A v$. When the real vector $b$ is in the range of $A$, we say that the system is consistent or compatible; otherwise it is inconsistent or incompatible.

When $A$ is nonsingular, the system is always consistent and the solution of (1.6) is unique.
When $A$ is singular and (1.6) has at least one solution, we say that the singular system is consistent or compatible, in which case it has infinitely many solutions. To obtain a unique solution, we select the minimum-length solution among all solutions $x$ in $\mathbb{R}^{n}$ such that $A x=b$. On the other hand, if the singular system has no solution, we say that it is inconsistent or incompatible, in which case we solve the singular symmetric least-squares problem instead and select the minimum-length solution:

$$
\begin{equation*}
x=\arg \min \|A x-b\|_{2} . \tag{1.7}
\end{equation*}
$$

More precisely, the minimum-length least-squares problem is defined as

$$
\begin{equation*}
\min \|x\|_{2} \quad \text { s.t. } \quad x \in \arg \min \|A x-b\|_{2}, \tag{1.8}
\end{equation*}
$$

or with the more commonly seen but actually a slight abuse of notation

$$
\begin{equation*}
\min \|x\|_{2} \quad \text { s.t. } \quad x=\arg \min \|A x-b\|_{2} . \tag{1.9}
\end{equation*}
$$

The minimum-length solution of either (1.6) or (1.7) is unique and is also called the pseudoinverse solution. Formally,

$$
x^{\dagger}=\left(A^{T} A\right)^{\dagger} A^{T} b=\left(A^{2}\right)^{\dagger} A b
$$

where $A^{\dagger}$ denotes the pseudoinverse of $A$. We postpone the definition and more discussion of pseudoinverse to section 2.3.1.

We may also consider (1.6) or (1.7) with $A$ 's diagonal shifted by a scalar $\sigma$. Shifted problems appear, for example, in inverse iteration (as mentioned in section 1.1) or Rayleigh quotient iteration. The shift is mentioned here because it is best handled within the Lanczos process (see section 2.1) rather than by defining $\hat{A}=A-\sigma I$.

Two related but more difficult problems are known as Basis Pursuit and Basis Pursuit DeNoising [22, 23] (see also the Lasso problem [103]):

$$
\begin{array}{rll}
\min _{x}\|x\|_{1} & \text { s.t. } & A x=b \\
\min _{x, r} \lambda\|x\|_{1}+\frac{1}{2}\|r\|_{2}^{2} & \text { s.t. } & A x+r=b
\end{array}
$$

where $A$ is usually rectangular (with more columns than rows) in signal-processing applications.

Table 1.1
Existing iterative algorithms since $C G$ was created in 1952. All methods require products $A v_{k}$ for a sequence of vectors $\left\{v_{k}\right\}$. The last column indicates whether a method also requires $A^{T} u_{k}$ for a sequence of vectors $\left\{u_{k}\right\}$.

| Linear Equations | Authors | Properties of A | $\mathbf{A}^{T}$ ? |
| :---: | :---: | :---: | :---: |
| CG | Hestenes and Stiefel (1952) [57] | Symmetric positive definite |  |
| CRAIG | Faddeev and Faddeeva (1963)[33] | Square or rectangular | yes |
| MINRES | Paige and Saunders (1975) [81] | Symmetric indefinite |  |
| SYMMLQ | Paige and Saunders (1975) [81] | Symmetric indefinite |  |
| Bi-CG | Fletcher (1976)[35] | Square unsymmetric | yes |
| LSQR | Paige and Saunders (1982) [82, 83] | Square or rectangular | yes |
| GMRES | Saad and Schultz (1986) [89] | Square unsymmetric |  |
| CGS | Sonneveld (1989) [98] | Square unsymmetric |  |
| QMR | Freund and Nachtigal (1991) [37] | Square unsymmetric | yes |
| Bi-CGSTAB | Van der Vorst (1992) [109] | Square unsymmetric | yes |
| TFQMR | Freund (1993) [36] | Square unsymmetric |  |
| SQMR | Freund and Nachtigal (1994) [38] | Symmetric |  |
| Least Squares | Authors | Properties of A | $\mathbf{A}^{T}$ ? |
| CGLS | Hestenes and Stiefel (1952) [57] | Square or rectangular | yes |
| RRLS | Chen (1975) [24] | Square or rectangular | yes |
| RRLSQR | Paige and Saunders (1982) [82] | Square or rectangular | yes |
| LSQR | Paige and Saunders (1982) [82] | Square or rectangular | yes |

### 1.2.2 Existing Numerical Algorithms

In this thesis, we are interested in sparse matrices that are so large that direct factorization methods such as Gaussian elimination or Cholesky decomposition are not immediately applicable. Instead, iterative methods and in particular Krylov subspace methods are usually the methods of choice. For example, CG is designed for a symmetric positive definite matrix $A$ (whose eigenvalues are all positive), while SYMMLQ and MINRES are for an indefinite and symmetric matrix $A$ (whose eigenvalues could be positive, negative, or zero).

The main existing iterative methods for symmetric and unsymmetric $A$ are listed in Table 1.1.

### 1.2.3 Background for MINRES

MINRES, first proposed in [81, section 6], is an algorithm for solving indefinite symmetric linear systems. A number of acceleration methods for MINRES using (block) preconditioners have been proposed in [73, 51, 105]. Researchers in various science and engineering disciplines have found MINRES useful in a range of applications, including:

- interior eigenvalue problems $[72,114]$
- augmented systems [34]
- nonlinear eigenvalue problems [20]
- characterization of null spaces [21]
- symmetric generalized eigenvalue problems [74]
- singular value computations [112]
- semidefinite programming [111]
- generalized least-squares problems [115].


### 1.2.4 Notation

We keep the lower-case letters $i, j, k$ as subscripts to denote integer indices, $c$ and $s$ to denote cosine and sine of some angle $\theta, n$ for order of matrices and length of vectors, and other lower-case letters such as $b, u, v, w$ and $x$ (possibly with integer subscripts) to denote column vectors of length $n$. In particular, $e_{k}$ denotes the $k$ th unit vector. We use upper-case italic letters (possibly with integer subscripts) to denote matrices. The exception is superscript $T$, which denotes the transpose of a vector or matrix. We reserve $I_{k}$ to denote identity matrix of order $k$, and $Q_{k}$ and $P_{k}$ for orthogonal matrices. Lower-case Greek letters denote scalars. The symbol $\|\cdot\|$ denotes the 2-norm of a vector or the Frobenius norm of a matrix. We use $\kappa(A)$ to denote the condition number of matrix $A ; \mathcal{R}(A)$ and $\mathcal{N}(A)$ to denote the range and null space of $A ; \mathcal{K}_{k}(A, b)$ to denote the $k$ th Krylov subspace of $A$ and $b$; and $A^{\dagger}$ is the pseudoinverse of $A$. We use $A \succ 0$ to denote that $A$ is positive definite, $A \nsucc 0$ to mean that $A$ is not positive definite (so $A$ could be negative definite, non-negative definite, indefinite, and so on). When we have a compatible linear system, we often write $A x=b$. If the linear system is incompatible, we write $A x \approx b$ as shorthand for the corresponding linear least-squares problem min $\|A x-b\|_{2}$. We use symbols $\|$ to denote parallel vectors, and $\perp$ to denote orthogonality.

Most of the results in our discussion are directly extendable to problems with complex matrices and vectors. When special care is needed in handling complex problems, we will be very specific. We use superscript $H$ to denote the conjugate transpose of a complex matrix or vector.

### 1.2.5 Computations

We use Matlab 7.0 and double precision for computations unless otherwise specified. We use $\varepsilon$ (varepsilon) to denote machine precision $\left(=2^{-52} \approx 2.2 \times 10^{-16}\right)$. In an algorithm, we use // to indicate comments. For measuring mathematical quantities or complexity of algorithms, sometimes we use big-oh $O(\cdot)$ to denote an asymptotic upper bound [94, Definition 7.2]:

$$
\begin{aligned}
& f(n)=O(g(n)) \text { if } \exists c>0 \text { and a positive integer } n_{0} \in \mathbb{N} \text { such that } \forall n \in \mathbb{N}, n \geq n_{0} \\
& f(n) \leq c g(n)
\end{aligned}
$$

Thus a nonzero constant $\alpha=O(1)=O(n)$ and $\alpha n=O(n)$. We note that $f(n)=O(g(n))$ is a slight abuse of notation-to be precise, it is $f(n) \in O(g(n))$.

Following the philosophy of reproducible computational research as advocated in [27, 25], for each figure and example we mention either the source or the specific Matlab command.

### 1.2.6 Roadmap

We review the iterative algorithms CG, SYMMLQ, and MINRES for Hermitian linear systems and least-squares problems in Chapter 2, and show that MINRES gives a nonminimum-length solution for inconsistent systems. We also review other Krylov subspace methods such as LSQR and GMRES for non-Hermitian problems, and we derive new recursive formulas for efficient estimation of $\left\|A r_{k}\right\|,\left\|A x_{k}\right\|$, and the condition number of $A$ for MINRES.

In Chapter 3, we present a new algorithm MINRES-QLP for symmetric and possibly singular systems. Chapter 4 gives numerical examples that contrast the solutions of MINRES with the minimum-length solutions of MINRES-QLP on symmetric and Hermitian systems.

In Chapter 5, we return to the null-vector problem for sparse matrices or linear operators, and apply the previously mentioned iterative solvers.

Chapter 6 summarizes our contributions and ongoing work.

## Chapter 2

## Existing Iterative Methods for Hermitian Problems

In this chapter, we review the Lanczos process and the three best known algorithms for Hermitian linear systems: CG, SYMMLQ, and MINRES. In particular, we emphasize the recurrence relations of various mathematical objects. We assume throughout that $A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^{n}, A \neq 0$, and $b \neq 0$. However, the algorithms are readily extended to Hermitian $A$ and complex $b$.

### 2.1 The Lanczos Process

The Lanczos process transforms a symmetric matrix $A$ to a symmetric tridiagonal matrix with an additional row at the bottom:

$$
\underline{T_{k}}=\left[\begin{array}{ccccc}
\alpha_{1} & \beta_{2} & & & \\
\beta_{2} & \alpha_{2} & \beta_{3} & & \\
& \beta_{3} & \alpha_{3} & \ddots & \\
& & \ddots & \ddots & \beta_{k} \\
& & & \beta_{k} & \alpha_{k} \\
& & & & \beta_{k+1}
\end{array}\right] .
$$

If we define $T_{k}$ to be the first $k$ rows of $\underline{T_{k}}$, then $T_{k}$ is square and symmetric, and

$$
\underline{T_{k}}=\left[\begin{array}{c}
T_{k} \\
\beta_{k+1} e_{k}^{T}
\end{array}\right], \quad T_{k}=\left[\begin{array}{cc}
T_{k-1} & \beta_{k} e_{k-1} \\
\beta_{k} e_{k-1}^{T} & \alpha_{k}
\end{array}\right] .
$$

The Lanczos process iteratively computes vectors $v_{k}$ as follows:

$$
\begin{align*}
v_{0} & =0, \quad \beta_{1} v_{1}=b, \text { where } \beta_{1} \text { serves to normalize } v_{1}  \tag{2.1}\\
p_{k} & =A v_{k}, \quad \alpha_{k}=v_{k}^{T} p_{k} \\
\beta_{k+1} v_{k+1} & =p_{k}-\alpha_{k} v_{k}-\beta_{k} v_{k-1}, \text { where } \beta_{k+1} \text { serves to normalize } v_{k+1} . \tag{2.2}
\end{align*}
$$

In matrix form,

$$
A V_{k}=V_{k+1} \underline{T_{k}}, \text { where } V_{k}=\left[\begin{array}{lll}
v_{1} & \cdots & v_{k} \tag{2.3}
\end{array}\right] .
$$

In exact arithmetic, the columns of $V_{k}$ are orthonormal and the process stops when $\beta_{k+1}=0$ ( $k \leq n$ ), and then we obtain

$$
\begin{equation*}
A V_{k}=V_{k} T_{k} \tag{2.4}
\end{equation*}
$$

Table 2.1
Algorithm LanczosStep.

$$
\begin{aligned}
& \operatorname{LanczosStep}\left(A, v_{k}, v_{k-1}, \beta_{k}, \sigma\right) \rightarrow \alpha_{k}, \beta_{k+1}, v_{k+1} \\
& p_{k}=A v_{k}-\sigma v_{k}, \quad \alpha_{k}=v_{k}^{T} p_{k}, \quad p_{k} \leftarrow p_{k}-\alpha_{k} v_{k} \\
& v_{k+1}=p_{k}-\beta_{k} v_{k-1}, \quad \beta_{k+1}=\left\|v_{k+1}\right\|_{2} \\
& \text { if } \beta_{k+1} \neq 0, \quad v_{k+1} \leftarrow v_{k+1} / \beta_{k+1} \quad \text { end } \\
& \hline
\end{aligned}
$$

Table 2.2 Algorithm Tridiag.

```
Tridiag \((A, b, \sigma\), maxit \() \rightarrow T_{k}, V_{k} \quad / /\) partial tridiagonalization of \(A-\sigma I\)
\(\beta_{1}=\|b\|_{2}, \quad v_{0}=0, \quad \beta_{1}=\|b\|, \quad k=1\)
if \(\beta_{1} \neq 0, \quad v_{1}=b / \beta_{1} \quad\) end
while \(\beta_{k} \neq 0\) and \(k \leq\) maxit
    \(\operatorname{LanczosStep}\left(A, v_{k}, v_{k-1}, \beta_{k}, \sigma\right) \rightarrow \alpha_{k}, \beta_{k+1}, v_{k+1}\)
    \(k \leftarrow k+1\)
end
```

The above discussion can be extended for $A-\sigma I$, where $\sigma$ is a scalar shift. We call each iteration in the Lanczos process a Lanczos step: $\operatorname{LanczosStep}\left(A, v_{k}, v_{k-1}, \beta_{k}, \sigma\right) \rightarrow \alpha_{k}, \beta_{k+1}, v_{k+1}$. See Table 2.1 and Table 2.2.

We need to keep at most the matrix $A$ or a function that returns $A x$ if $A$ is a linear operator, 3 vectors, and 3 scalars in memory. In fact, a careful implementation would only require 2 vectors in working memory at a time, if $v_{k+1}$ replaces $v_{k-1}$. Each iteration performs a matrix-vector multiplication, 2 inner products, 3 scalar-vector multiplications, and 2 vector subtractions, which sums up to $2 \nu+9 n$ floating-point operations per iteration, where $\nu$ is number of nonzeros in $A$.

The Lanczos process stops in at most $\min \{\operatorname{rank}(A)+1, n\}$ iterations. It stops sooner when $A$ has clusters of eigenvalues or $b$ has nonzero components along only a few eigenvectors of $A$.

Definition 2.1 ( $k$ th Krylov subspace with respect to $A$ and b). Given a square $n \times n$ matrix $A \in \mathbb{R}^{n \times n}$ and an n-vector $b \in \mathcal{R}(A)$, we define the $k$ th $\operatorname{Krylov}$ subspace of $(A, b)$ as

$$
\begin{equation*}
\mathcal{K}_{k}(A, b):=\operatorname{span}\left\{b, A b, \ldots, A^{k-1} b\right\}=\operatorname{span}\left\{v_{1}, \ldots, v_{k}\right\} \tag{2.5}
\end{equation*}
$$

where $k$ is a positive integer.
Proposition 2.2. Given symmetric $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$ and supposing that $\beta_{i}>0$ for $i=1, \ldots, k$ but $\beta_{k+1}=0$ in the Lanczos process, we have the following results.

1. If $b \in \mathcal{N}(A)$, then $\alpha_{1}=0, \beta_{2} v_{2}=0$ and $\operatorname{rank}(A) \geq 1$.
2. If $b \in \mathcal{R}(A)$, then $v_{1} \| b$ and $v_{2}, \ldots, v_{k} \perp b$ are $k$ orthogonal vectors that lie in $\mathcal{R}(A)$ and $n \geq \operatorname{rank}(A) \geq k$.
3. If $b \notin \mathcal{R}(A)$ and $b \notin \mathcal{N}(A)$ (that is, $\mathcal{N}(A)$ is nontrivial; b has a nonzero component in $\mathcal{R}(A)$ and a nonzero component in $\mathcal{N}(A))$, then $v_{1}, \ldots, v_{k}$ have nonzero components in $\mathcal{R}(A)$ and thus $n>\operatorname{rank}(A) \geq k-1$.

Proof. 3. Let $b=b_{\mathcal{R}}+b_{\mathcal{N}}$, where $b_{\mathcal{R}}$ is the component of $b$ in $\mathcal{R}(A)$ and $b_{\mathcal{N}}$ is the component of $b$ in $\mathcal{N}(A)$. The first Lanczos step gives $\beta_{1} v_{1}=\beta_{1}\left(v_{1, \mathcal{R}}+v_{1, \mathcal{N}}\right)=b_{\mathcal{R}}+b_{\mathcal{N}}=b$. So

$$
\begin{align*}
\alpha_{1} & =v_{1}^{T} A v_{1}=\left(v_{1, \mathcal{R}}+v_{1, \mathcal{N}}\right)^{T} A\left(v_{1, \mathcal{R}}+v_{1, \mathcal{N}}\right)=v_{1, \mathcal{R}}^{T} A v_{1, \mathcal{R}},  \tag{2.6}\\
\beta_{2} v_{2} & =A v_{1}-\alpha_{1} v_{1}=A\left(v_{1, \mathcal{R}}+v_{1, \mathcal{N}}\right)-\alpha_{1}\left(v_{1, \mathcal{R}}+v_{1, \mathcal{N}}\right) \\
& =\underbrace{A v_{1, \mathcal{R}}-\alpha_{1} v_{1, \mathcal{R}}}_{\beta_{2} v_{2, \mathcal{R}}}+\underbrace{-\alpha_{1} v_{1, \mathcal{N}}}_{\beta_{2} v_{2, \mathcal{N}}} . \tag{2.7}
\end{align*}
$$

It follows that $v_{2, \mathcal{N}}\left\|v_{1, \mathcal{N}}\right\| b_{\mathcal{N}}$. Moreover, $\beta_{2} v_{2}=0 \Longleftrightarrow \beta_{2}=0$ and $v_{2, \mathcal{R}}=v_{2, \mathcal{N}}=0$. The Lanczos process stops if any $\beta_{i}=0$. In general, for $i=2, \ldots, k$,

$$
\begin{aligned}
\alpha_{i} & =v_{i}^{T} A v_{i}=v_{i, \mathcal{R}}^{T} A v_{i, \mathcal{R}}, \\
\beta_{i+1} v_{i+1} & =A v_{i}-\alpha_{i} v_{i}-\beta_{i} v_{i-1} \\
& =A\left(v_{i, \mathcal{R}}+v_{i, \mathcal{N}}\right)-\alpha_{i}\left(v_{i, \mathcal{R}}+v_{i, \mathcal{N}}\right)-\beta_{i}\left(v_{i-1, \mathcal{R}}+v_{i-1, \mathcal{N}}\right) \\
& =\underbrace{A v_{i, \mathcal{R}}-\alpha_{i} v_{i, \mathcal{R}}-\beta_{i} v_{i-1, \mathcal{R}}}_{\beta_{i+1} v_{i+1, \mathcal{R}}}+\underbrace{-\alpha_{i} v_{i, \mathcal{N}}-\beta_{i} v_{i-1, \mathcal{N}}}_{\beta_{i+1} v_{i+1, \mathcal{N}}},
\end{aligned}
$$

so that $v_{i+1, \mathcal{N}}\left\|v_{1, \mathcal{N}}\right\| b_{\mathcal{N}}$. Thus

$$
\left[\begin{array}{lll}
v_{1} & \cdots & v_{k}
\end{array}\right]=\left[\begin{array}{lll}
v_{1, \mathcal{R}} & \cdots & v_{k, \mathcal{R}}
\end{array}\right]+v_{1, \mathcal{N}} c^{T}
$$

where $c^{T}=\left[\begin{array}{llll}1 & c_{2} & \cdots & c_{k}\end{array}\right]$ for some scalars $c_{i}$. Thus,

$$
\operatorname{rank}\left(\left[\begin{array}{lll}
v_{1, \mathcal{R}} & \cdots & v_{k, \mathcal{R}}
\end{array}\right]\right)=\operatorname{rank}\left(\left[\begin{array}{lll}
v_{1} & \cdots & v_{k}
\end{array}\right]-v_{1, \mathcal{N}} c^{T}\right)=k-1 \text { or } k
$$

since a rank- 1 change to a full rank matrix of rank $k$ can only change the matrix rank by at most 1 , and an $n \times k$ with $k \leq n$ matrix could have at most rank $k$. Thus

$$
\operatorname{rank}(A) \geq \operatorname{rank}\left(\left[\begin{array}{lll}
v_{1, \mathcal{R}} & \cdots & v_{k, \mathcal{R}}
\end{array}\right]\right)=k-1 \text { or } k .
$$

Corollary 2.3. Given symmetric $A \in \mathbb{R}^{n \times n}$, we define $r=\operatorname{rank}(A)$.

1. If $b \in \mathcal{R}(A)$, then $\beta_{k+1}=0$ for some $k \leq r \leq n$.
2. If $r<n$ and $b \notin \mathcal{R}(A)$, then $\beta_{k+1}=0$ for some $k \leq r+1 \leq n$.

Theorem 2.4. Given a symmetric matrix $A \in \mathbb{R}^{n \times n}$ with $s$ distinct nonzero eigenvalues and $b \in \mathbb{R}^{n}$ that has nonzero components along $t(t \leq s)$ eigenvectors of $A$ that correspond to $t$ distinct nonzero eigenvalues of $A$, then $\beta_{k+1}=0$ for some $k \leq \min \{t+1, s\}$ if $b \notin \mathcal{R}(A)$, or $k \leq t$ if $b \in \mathcal{R}(A)$.

## Example 1.

1. Let $A=\operatorname{diag}\left(\left[\begin{array}{llll}1 & 2 & 3 & 4\end{array}\right]\right), n=5, r=s=5$.
(a) If $b=\left[\begin{array}{llll}1 & 2 & 3 & 4\end{array}\right]^{T}$, then $t=5, \beta_{6}=0$.
(b) If $b=\left[\begin{array}{llll}1 & 2 & 0 & 0\end{array} 0\right]^{T}$, then $t=2, \beta_{3}=0$.
2. Let $A=\operatorname{diag}\left(\left[\begin{array}{lllll}1 & 2 & 3 & 0 & 0\end{array}\right]\right), n=5, r=s=3$.
(a) If $b=\left[\begin{array}{lllll}1 & 2 & 0 & 0 & 0\end{array}\right]^{T}$, then $b \in \mathcal{R}(A), t=2, \beta_{3}=0$.
(b) If $b=\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array} 0^{T}\right.$, then $b \in \mathcal{R}(A), t=1, \beta_{2}=0$.
(c) If $b=\left[\begin{array}{lllll}1 & 2 & 3 & 4 & 0\end{array}\right]^{T}$, then $b \notin \mathcal{R}(A), t=3, \beta_{4}=0$.
(d) If $b=\left[\begin{array}{llll}1 & 0 & 0 & 4\end{array}\right]^{T}$, then $b \notin \mathcal{R}(A), t=1, \beta_{3}=0$.
3. Let $A=\operatorname{diag}\left(\left[\begin{array}{lllll}2 & 2 & 3 & 0 & 0\end{array}\right]\right), r=3, s=2$.
(a) If $b=\left[\begin{array}{llll}1 & 2 & 0 & 0\end{array}\right]^{T}$, then $b \in \mathcal{R}(A), t=1, \beta_{3}=0$.
(b) If $b=\left[\begin{array}{lllll}1 & 2 & 3 & 4 & 0\end{array}\right]^{T}$, then $b \notin \mathcal{R}(A), t=2, \beta_{4}=0$.
(c) If $b=\left[\begin{array}{llll}1 & 0 & 0 & 4\end{array}\right]^{T}$, then $b \notin \mathcal{R}(A), t=1, \beta_{3}=0$.

### 2.2 Lanczos-Based Methods for Linear Systems

In each Lanczos step, we solve a subproblem to find $x_{k} \in \mathcal{K}_{k}(A, b)$ such that $x_{k}=V_{k} y$ for some $y \in \mathbb{R}^{k}$. It follows that $r_{k}=b-A x_{k}=V_{k+1}\left(\beta_{1} e_{1}-\underline{T_{k}} y\right)$, and all Lanczos-based methods attempt to make $\beta_{1} e_{1}-\underline{T_{k}} y$ small in one way or another. CG focuses on the first $k$ equations, attempting to solve for $T_{k} y=\beta_{1} e_{1}$ by applying the Cholesky decomposition to $T_{k}$. SYMMLQ concentrates on the first $k-1$ equations and wants to solve the underdetermined system $T_{k-1}{ }^{T} y=\beta_{1} e_{1}$. That said, since $\underline{T_{k}}$ is available in the $k$ th iteration, SYMMLQ goes ahead and solves $\underline{T_{k}}{ }^{T} y=\beta_{1} e_{1}$ instead by applying the LQ decomposition to $\underline{T}^{T}$. MINRES works to minimize the 2-norm of $\beta_{1} e_{1}-\underline{T_{k}} y$ by applying the QR decomposition to $\underline{T_{k}}$. The following stencil depicts the rationale and focuses of the three methods, where $s$ 's represent the last row of the tridiagonal matrix in SYMMLQ's $(k-1)$ th iteration, $c$ 's in CG's $k$ th iteration, $m$ 's in MINRES's $k$ th iteration, and * for common entries of all three methods:

$$
\left[\begin{array}{llll}
* & * & & \\
* & * & * & \\
s & s & s & \\
& & c & c \\
& & & m
\end{array}\right] y \approx\left[\begin{array}{c}
\beta_{1} \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

The three methods are best juxtaposed in the framework described by Paige [79], as summarized in Saunders [90]:

An iterative process generates certain quantities from the data. At each iteration a subproblem is defined, suggesting how those quantities may be combined to give a new estimate of the required solution. Different subproblems define different methods for solving the original problem. Different ways of solving a subproblem lead to different implementations of the associated method.

Tables 2.3-2.4 (from [90]) give the subproblem associated with each method, and the mechanism for defining solution estimates for the original problem in terms of various transformed bases. CG and LanczosCG are two implementations of the same method.

TABLE 2.3
Subproblem definitions of CG, SYMMLQ, and MINRES.

| Method | Subproblem | Factorization | Estimate of $x_{k}$ |
| :--- | :--- | :--- | :--- |
| LanczosCG <br> or CG [57] | $T_{k} y_{k}=\beta_{1} e_{1}$ | Cholesky: <br> $T_{k}=L_{k} D_{k} L_{k}^{T}$ | $x_{k}=V_{k} y_{k}$ <br> $\in \mathcal{K}_{k}(A, b)$ |
| SYMMLQ [81, 90] | $y_{k+1}=\arg \min _{y \in \mathbb{R}^{k+1}}$ <br> $\left\{\\|y\\| \mid \underline{T_{k}^{T} y} y=\beta_{1} e_{1}\right\}$ | LQ: | $x_{k}=V_{k+1} y_{k+1}$ |
|  | $\underline{T_{k}}{ }^{T} Q_{k}=\left[\begin{array}{ll}L_{k} & 0\end{array}\right]$ | $\in \mathcal{K}_{k+1}(A, b)$ |  |
| MINRES [81] | $y_{k}=\arg \min _{y \in \mathbb{R}^{k}} \\| \underline{T_{k} y-\beta_{1} e_{1} \\|}$ | $\mathrm{QR}:$ | $x_{k}=V_{k} y_{k}$ |
|  |  | $Q_{k} \underline{T_{k}}=\left[\begin{array}{c}R_{k} \\ 0\end{array}\right]$ | $\in \mathcal{K}_{k}(A, b)$ |

TABLE 2.4
Bases and subproblem solutions in CG, SYMMLQ, and MINRES.

| Method | New basis | $z_{k}$ | Estimate of $x_{k}$ |
| :--- | :--- | :--- | :--- |
| LanczosCG | $W_{k}:=V_{k} L_{k}^{-T}$ | $L_{k} D_{k} z_{k}=\beta_{1} e_{1}$ | $x_{k}=W_{k} z_{k}$ |
| CG | $W_{k}:=V_{k} L_{k}^{-T} \Phi_{k}$ <br> $\Phi_{k}:=\operatorname{diag}\left(\left\\|r_{1}\right\\|, \ldots,\left\\|r_{k}\right\\|\right)$ | $L_{k} D_{k} \Phi_{k} z_{k}=\beta_{1} e_{1}$ | $x_{k}=W_{k} z_{k}$ |
| SYMMLQ | $W_{k}:=V_{k+1} Q_{k}\left[\begin{array}{c}I_{k} \\ 0\end{array}\right]$ | $L_{k} z_{k}=\beta_{1} e_{1}$ | $x_{k}=W_{k} z_{k}$ |
| MINRES | $D_{k}:=V_{k} R_{k}^{-1}$ | $R_{k} z_{k}=\beta_{1}\left[\begin{array}{ll}I_{k} & 0\end{array}\right] Q_{k} e_{1}$ | $x_{k}=D_{k} z_{k}$ |

Another way to classify Krylov subspace methods is based on the error and residual properties as described in Demmel [29, section 6.6.2]:

1. Minimum-residual method:
find $x_{k} \in \mathcal{K}_{k}(A, b)$ such that $\left\|r_{k}\right\|$ is minimized.
2. Orthogonal-residual/Galerkin method:
find $x_{k} \in \mathcal{K}_{k}(A, b)$ such that $r_{k} \perp \mathcal{K}_{k}(A, b)$; that is, $V_{k}^{T} r_{k}=0$.
3. Minimum-error method:
find $x_{k}=\operatorname{argmin} \bar{x}_{k} \in \mathcal{K}_{k}(A, b)\left\|x-\bar{x}_{k}\right\|$, where $x$ denotes the true solution.
Table 2.5 gives an expanded description.
Table 2.5
Residual and error properties of CG, SYMMLQ, and MINRES.

|  | $k$ th residual | $k$ th error |
| :--- | :--- | :--- |
| CG for $A \succeq 0$ | $\min \left\\|r_{k}\right\\|_{A^{-1}}, \quad r_{k} \perp \mathcal{K}_{k}(A, b), \quad A r_{k} \perp \mathcal{K}_{k-1}(A, b)$ | $\min \left\\|x-x_{k}\right\\|_{A}$ |
| SYMMLQ | $r_{k} \perp \mathcal{K}_{k}(A, b), \quad A r_{k} \perp \mathcal{K}_{k-1}(A, b)$ | $\min \left\\|x-x_{k}\right\\|_{2}$ |
| MINRES | $\min \left\\|r_{k}\right\\|_{2}, \quad \beta_{k+1}=0 \Rightarrow r_{k} \perp \mathcal{K}_{k}(A, b), \quad A r_{k} \perp \mathcal{K}_{k}(A, b)$ | - |



Figure $2.1 A$ is symmetric tridiagonal of order 100 and full rank, and $b$ is a scalar multiple of $e_{1}$. The Lanczos vectors are the sparsest possible: $v_{k}=e_{k}$. Left: In double precision, loss of local orthogonality among $v_{k-2,}, v_{k-1}, v_{k}$ for each iteration $k=1, \ldots, 94$, and loss of global orthogonality among $v_{1}, \ldots, v_{k}$. Middle: Color-spying elementwise-absolute values of $V_{k}^{T} V_{k}-I$. The color patterns are symmetric. The upper left corner is usually closest to zero (of order $\varepsilon$ ) and white in color. The area closer to the diagonal indicates the extent of loss of local orthogonality. In contrast, the areas in the upper right and lower left corners correspond to the loss of global orthogonality, which is larger in magnitude and darker in color. Right: Loss of global orthogonality in the Lanczos basis, however, implies convergence of solution in the Lanczos-based solver MINRES. This figure can be reproduced by LossOrthogonality(1).

In finite-precision arithmetic, the columns of $V_{k}$ are observed to lose orthogonality when the $x_{k}$ 's from one of the Lanczos-based methods are converging to the solution [78, 84]. See Figure 2.1.

### 2.2.1 CG

In this section, we present two equivalent CG algorithms. One is derived from the Lanczos process for academic interest (Table 2.6), and the other is the standard CG algorithm (Table 2.7), which is more memory efficient and commonly found in the literature (e.g., [50]).

The $k$ th iteration of CG works on the Cholesky factors of $T_{k}$ from the Lanczos process:

$$
T_{k}=L_{k} D_{k} L_{k}^{T}, \quad L_{k}=\left[\begin{array}{cccc}
1 & & & \\
\iota_{2} & 1 & & \\
& \ddots & \ddots & \\
& & \iota_{k} & 1
\end{array}\right], \quad D_{k}=\operatorname{diag}\left(\delta_{1}, \ldots, \delta_{k}\right)
$$

In the rest of this section, we highlight a few important properties of CG. We first assume $A \succ 0$ and then relax it to $A \succeq 0$ later.

Proposition 2.5 ( $\left\|A r_{k}\right\|$ for CG).

1. $\left\|A r_{0}\right\|=\left\|r_{0}\right\| \sqrt{\frac{1+\mu_{2}}{\nu_{1}^{2}}}$.
2. $\left\|A r_{k}\right\|=\left\|r_{k}\right\| \sqrt{\frac{\mu_{k+1}}{\nu_{k}^{2}}\left(1+\mu_{k+1}+\frac{2 \nu_{k}}{\nu_{k+1}}\right)+\frac{1+\mu_{k+2}}{\nu_{k+1}^{2}}}$ for $k=1, \ldots$ when $q_{k}^{T} A q_{k} \neq 0$.
3. $\left\|A r_{k}\right\|=\left\|r_{k}\right\| \sqrt{\frac{\mu_{k+1}}{\nu_{k}^{2}}\left(1+\mu_{k+1}\right)}$ when $q_{k}^{T} A q_{k}=0$.

Table 2.6
Algorithm LanczosCG. We assume $A$ is symmetric only.

```
LanczosCG( \(A, b, \sigma\), maxit \() \rightarrow x, \phi\)
\(\beta_{1}=\|b\|_{2}, \quad v_{0}=0, \quad \beta_{1} v_{1}=b, \quad x_{0}=0, \quad \phi_{0}=\beta_{1}, \quad k=1\)
while no stopping condition is true,
    \(\operatorname{LanczosStep}\left(A, v_{k}, v_{k-1}, \beta_{k}, \sigma\right) \rightarrow \alpha_{k}, \beta_{k+1}, v_{k+1}\)
    //Cholesky factorization
    if \(k=1\)
\[
\iota_{1}=1, \quad \delta_{1}=\alpha_{1}
\]
else
\[
\iota_{k}=\frac{\beta_{k}}{\delta_{k-1}}, \quad \delta_{k}=\alpha_{k}-\delta_{k-1} \iota_{k}^{2}
\]
end
//update solution and residual norm
if \(\delta_{k} \leq 0, \quad\) STOP end \(/ / A\) indefinite, perhaps unstable to continue
if \(k=1\)
\[
\zeta_{1}=\frac{\beta_{1}}{\delta_{1}}, \quad w_{1}=v_{1}, \quad x_{1}=\zeta_{1} w_{1}
\]
else
\[
\zeta_{k}=-\frac{\delta_{k-1} \iota_{k} \zeta_{k-1}}{\delta_{k}}, \quad w_{k}=v_{k}-\iota_{k} w_{k-1}, \quad x_{k}=x_{k-1}+\zeta_{k} w_{k}
\]
end
\(\phi_{k}=\left|\zeta_{k}\right| \beta_{k+1}, \quad k \leftarrow k+1\)
end
\(x=x_{k}, \quad \phi=\phi_{k}\)
```

Table 2.7
Algorithm CG. We assume $A=A^{T} \succeq 0$. A careful implementation would need to keep the matrix $A$ (or a function that returns $A x$ if $A$ is a linear operator) and 2 to 4 vectors in working memory. The algorithm also estimates $\phi=\left\|r_{k}\right\|, \chi=\left\|x_{k}\right\|, \mathcal{A} \approx\|A\|_{2}$, and $\kappa \approx \kappa(A)$.

$$
\begin{aligned}
& \mathbf{C G}(A, b, \text { tol, maxit }) \rightarrow x, \phi, \chi, \mathcal{A}, \kappa \quad / / i f x=0 \text {, no converged solution. } \\
& x_{0}=0, \quad r_{0}=b, \quad \beta_{1}=\|b\|, \quad \chi_{0}=0, \quad \phi_{0}^{2}=\left\|r_{0}\right\|^{2}, \quad q_{1}=r_{0} \\
& k=1, \quad \kappa=1, \quad \mathcal{A}=0, \quad \nu_{\text {min }}=0 \\
& \text { while }\left(\frac{\phi_{k}}{\mathcal{A} \chi_{k}+\beta_{1}}>\text { tol }\right) \text { or }(k<\operatorname{maxit}) \\
& s_{k}=A q_{k}, \quad \xi_{k}=q_{k}^{T} s_{k} \\
& \text { if } \xi_{k} \leq 0 \\
& x_{k}:=0, \quad \phi_{k}=\beta_{1}, \quad \chi_{k}=0, \quad \operatorname{STOP} \quad / / q_{k} \text { is a null vector } \\
& \text { end } \\
& \nu_{k}=\phi_{k-1}^{2} / \xi_{k}, \quad x_{k}=x_{k-1}+\nu_{k} q_{k}, \quad r_{k}=r_{k-1}-\nu_{k} s_{k}, \quad \chi_{k}=\left\|x_{k}\right\| \\
& \phi_{k}^{2}=\left\|r_{k}\right\|^{2}, \quad \mu_{k+1}=\phi_{k}^{2} / \phi_{k-1}^{2}, \quad q_{k+1}=r_{k}+\mu_{k+1} q_{k} \quad \text { //gradient } \\
& \nu_{\text {min }}=\min \left\{\nu_{\text {min }}, \nu_{k}\right\}, \quad \mathcal{A}=\max \left\{\mathcal{A}, \nu_{k}\right\}, \quad \kappa=\frac{\mathcal{A}}{\nu_{\text {min }}}, \quad k=k+1 \\
& \text { end } \\
& x=x_{k}, \quad \phi=\phi_{k}, \quad \chi=\chi_{k}
\end{aligned}
$$

The following lemma implies that CG is only applicable to symmetric linear systems.
Lemma 2.6. $\left\|r_{k}\right\|=0$ if and only if $\left\|A r_{k}\right\|=0$.
Proposition 2.7 (Null vector of $A \succeq 0$ from CG's breakdown). In exact arithmetic, if $A \succeq 0$ and $\xi_{k}=q_{k}^{T} A q_{k}=0$, then $\nu_{k}$ becomes undefined and $C G$ breaks down, and the gradient $q_{k}$ is a null vector of $A$.

Proposition 2.8 (Null vector of $A \succeq 0$ from CG's exploding solution). In finite-precision arithmetic, if $A \succeq 0$ and $\xi_{k}=q_{k}^{T} A q_{k}=O(\varepsilon)$ in $C G$, then $\nu_{k}$ and $x_{k}$ explode, and $x_{k}$ (normalized) is an approximate null vector of $A$.

When we know in advance that $A$ is symmetric negative semidefinite, we can apply CG to $(-A) x=-b$ to get a solution since $A \preceq 0$ if and only if $-A \succeq 0$.

Most textbook discussions restrict application of CG to a symmetric positive definite matrix $A$ because $\|\cdot\|_{A}$ and $\|\cdot\|_{A^{-1}}$ are in general not defined for singular $A$. However, CG can often be applied to a symmetric positive semidefinite matrix $A$ (all eigenvalues of $A$ nonnegative) without failure if $b \in \mathcal{R}(A)$. Moreover, CG sometimes also works with a symmetric indefinite (singular) matrix if we change the stopping condition from $\left(\xi_{k} \leq 0\right)$ to $\left(\xi_{k}=0\right)$. For example,

$$
A=\left[\begin{array}{llll}
1 & & & \\
& 2 & & \\
& & -1 & \\
& & & 0
\end{array}\right], \quad b=\left[\begin{array}{l}
1 \\
2 \\
1 \\
0
\end{array}\right] .
$$

We label this variation of CG as CGI (see Table 2.8). CGI will not work when $q_{k}$ is a null vector of $A$ or a solution of $x^{T} A x=0$. With CGI, Proposition 2.7 and Proposition 2.8 become the following.

Proposition 2.9 (Solution of $x^{T} A x=0$ from CGI's breakdown). In exact arithmetic, if $\xi_{k}=q_{k}^{T} A q_{k}=0$, then $\nu_{k}$ becomes undefined and CGI breaks down, and the gradient $q_{k}$ is a solution of the quadratic equation $x^{T} A x=0$.

Proposition 2.10 (Solution of $x^{T} A x=0$ from CGI's exploding solution). In finiteprecision arithmetic, if $\xi_{k}=q_{k}^{T} A q_{k}=O(\varepsilon)$ in $C G I$, then $\nu_{k}$ and $x_{k}$ explode, and $x_{k}$ (normalized) is an approximate solution of the quadratic equation $x^{T} A x=0$.

Example 2. A case when $C G$ and $C G I$ fail.

$$
A=\left[\begin{array}{cccc}
-20 & & & \\
& -19 & & \\
& & \ddots & \\
& & & 20
\end{array}\right], \quad b=A e=\left[\begin{array}{c}
-20 \\
-19 \\
\vdots \\
20
\end{array}\right]
$$

$A b \neq 0$, but $q_{1}^{T} A q_{1}=b^{T} A b=0$, rendering failure of CGI. However, SYMMLQ and MINRES work to give the solution $\left[\begin{array}{lll}1_{10} & 0 & 1_{10}\end{array}\right]$.

Table 2.8
Algorithm CGI. We assume $A=A^{T}$ only.

$$
\begin{aligned}
& \mathbf{C G I}(A, b, \text { tol, maxit }) \rightarrow x, \phi, \chi, \mathcal{A}, \kappa \quad / / \text { if } x=0 \text {, no converged solution. } \\
& x_{0}=0, \quad r_{0}=b, \quad \beta_{1}=\|b\|, \quad \chi_{0}=0, \quad \phi_{0}^{2}=\left\|r_{0}\right\|^{2}, \quad q_{1}=r_{0}, \\
& k=1, \quad \kappa=1, \quad \mathcal{A}=0 \\
& \text { while } \left.\left(\frac{\phi_{k}}{\mathcal{A}_{\chi_{k}}+\beta_{1}}>\text { tol }\right) \text { or ( } k<\text { maxit }\right) \\
& s_{k}=A q_{k}, \quad \xi_{k}=q_{k}^{T} s_{k} \\
& \text { if } \xi_{k}=0 \quad x_{k}:=0, \quad \phi_{k}=\beta_{1}, \quad \chi_{k}=0, \quad \text { STOP } \quad \text { end } \\
& \nu_{k}=\phi_{k-1}^{2} / \xi_{k}, \quad x_{k}=x_{k-1}+\nu_{k} q_{k}, \quad r_{k}=r_{k-1}-\nu_{k} s_{k}, \quad \chi_{k}=\left\|x_{k}\right\| \\
& \phi_{k}^{2}=\left\|r_{k}\right\|^{2}, \quad \mu_{k+1}=\phi_{k}^{2} / \phi_{k-1}^{2}, \quad q_{k+1}=r_{k}+\mu_{k+1} q_{k} \quad \text { //gradient } \\
& \nu_{\text {min }}=\min \left\{\nu_{\text {min }},\left|v_{k}\right|\right\}, \quad \mathcal{A}=\max \left\{\mathcal{A},\left|v_{k}\right|\right\}, \quad \kappa=\frac{\mathcal{A}}{\nu_{\text {min }}}, \quad k=k+1 \\
& x=x_{k}, \quad \phi=\phi_{k}, \quad \chi=\chi_{k}
\end{aligned}
$$

### 2.2.2 SYMMLQ

When $A$ is not symmetric positive definite, CG is no longer applicable. SYMMLQ was first published in [81, section 5] for solving $A x=b$ with $A$ being symmetric indefinite. Later, the associated subproblem was found to be the following [90]:

$$
\begin{equation*}
y_{k+1}=\arg \min \left\{\|y\| \mid{\underline{T_{k}}}^{T} y=\beta_{1} e_{1}, \quad y \in \mathbb{R}^{k+1}\right\} \tag{2.8}
\end{equation*}
$$

where $\underline{T}_{k}^{T}$ is available at the $k$ th Lanczos Step. The subproblem is best solved using the LQ decomposition

$$
\left.\underline{T_{k}^{T}} P_{k}=\left[\begin{array}{cccc}
L_{k-1}(1) & \delta_{k}^{(2)} & \gamma_{k}^{(1)} & \beta_{k+1}
\end{array}\right] P_{k, k+1}=\left[\begin{array}{ccccc}
\gamma_{1}^{(1)} & & & &  \tag{2.9}\\
\delta_{2}^{(2)} & \gamma_{2}^{(2)} & & & \\
\epsilon_{3}^{(1)} & \ddots & \ddots & & \\
& \ddots & \ddots & \ddots & \\
& & \epsilon_{k}^{(1)} & \delta_{k}^{(2)} & \gamma_{k}^{(2)}
\end{array}\right] \quad 0\right]:=\left[\begin{array}{ll}
L_{k} & 0
\end{array}\right],
$$

where $P_{k}=P_{1,2} P_{2,3} \cdots P_{k, k+1}$ is a product of suitable orthogonal matrices. The implementation uses Householder reflectors of dimension 2 [107, Exercise 10.4]—very similar to Givens rotations. For each $k, P_{k, k+1}$ is orthogonal and symmetric, and is constructed to annihilate $\beta_{k+1}$, the bottom-right element of $\underline{T_{k}^{T}}$. A compact way to describe the action of $P_{k, k+1}$ is

$$
\left[\begin{array}{cc}
\gamma_{k}^{(1)} & \beta_{k+1}
\end{array}\right]\left[\begin{array}{cc}
c_{k} & s_{k} \\
s_{k} & -c_{k}
\end{array}\right]=\left[\begin{array}{cc}
\gamma_{k}^{(2)} & 0
\end{array}\right], \quad \rho_{k}=\sqrt{\gamma_{k}^{(1)}+\beta_{k+1}^{2}}, \quad c_{k}:=\frac{\gamma_{k}^{(1)}}{\rho_{k}}, \quad s_{k}:=\frac{\beta_{k+1}}{\rho_{k}} .
$$

However, that definition of $c_{k}$ and $s_{k}$ should not be directly implemented. A more stable implementation of the orthogonal transformation is given in Table 2.9. The complexity is at most 6 flops and a square root.

Table 2.9
Algorithm SymOrtho.

```
SymOrtho \((a, b) \rightarrow c, s, r\)
if \(b=0\)
    \(s=0, \quad r=|a|, \quad\) if \(a=0, \quad c=1 \quad\) else \(\quad c=\operatorname{sign}(a) \quad\) end
elseif \(a=0\)
    \(c=0, \quad s=\operatorname{sign}(b), \quad r=|b|\)
elseif \(|b|>|a|\)
    \(\tau=a / b, \quad s=\operatorname{sign}(b) / \sqrt{1+\tau^{2}}, \quad c=s \tau, \quad r=b / s\)
elseif \(|a|>|b|\)
    \(\tau=b / a, \quad c=\operatorname{sign}(a) / \sqrt{1+\tau^{2}}, \quad s=c \tau, \quad r=a / c\)
end
```

Each $P_{i, i+1}$ is defined in terms of previous $c_{i}$ and $s_{i}$ :

$$
P_{i, i+1}:=\left[\begin{array}{cccc}
I_{i-1} & & &  \tag{2.10}\\
& c_{i} & s_{i} & \\
& s_{i} & -c_{i} & \\
& & & I_{k-i}
\end{array}\right] .
$$

If we define $y_{k+1}=P_{k} \bar{z}_{k+1}$, then our subproblem (2.8) is solved by

$$
L_{k} z=\beta_{1} e_{1}, \quad \bar{z}_{k+1}=\left[\begin{array}{c}
z_{k}  \tag{2.11}\\
0
\end{array}\right]
$$

and SYMMLQ computes $x_{k}$ in $\mathcal{K}_{k+1}(A, b)$ as an approximate solution to our problem $A x=b$ :

$$
x_{k}=V_{k+1} y_{k+1}=V_{k+1} P_{k}\left[\begin{array}{c}
z_{k}  \tag{2.12}\\
0
\end{array}\right]=W_{k} z_{k}=x_{k-1}+\zeta_{k} w_{k}
$$

where $V_{k+1} P_{k}=\left[\begin{array}{ll}W_{k} & \bar{w}_{k+1}\end{array}\right], \zeta_{k}$ is the last component of $z_{k}$, and

$$
\begin{equation*}
\zeta_{k}=\frac{-\epsilon_{k}^{(1)} \zeta_{k-2}-\delta_{k}^{(2)} \zeta_{k-1}}{\gamma_{k}^{(2)}}, \quad w_{k}=c_{k} \bar{w}_{k}+s_{k} v_{k+1}, \quad \bar{w}_{k+1}=s_{k} \bar{w}_{k}-c_{k} v_{k+1} \tag{2.13}
\end{equation*}
$$

We list the algorithm SYMMLQ in Table 2.10 and give a list of properties including recurrence relations for $r_{k}, A r_{k}$, and their 2-norms. Note that $r_{k}$ is not usually explicitly computed and its norm can be obtained only in iteration $k+1$. We do not compute $A r_{k}$ or its norm because (as we will see) SYMMLQ is designed for compatible linear systems but not least-squares problems. Most of the following SYMMLQ properties are presented and succinctly proved in the later part of [81, section 5].

Proposition 2.11 ( $r_{k}$ of SYMMLQ).

1. $r_{0}=\beta_{1} v_{1}=b$ and $\left\|r_{0}\right\|=\beta_{1}$.

Table 2.10
Algorithm SYMMLQ with possible transfer to the CG point at the end. This algorithm also estimates solution and residual norms $\chi=\left\|x_{k}\right\|, \phi=\left\|r_{k}\right\|$. At the end of the algorithm, if the recurrently computed residual norm of $C G$ point $\phi_{k}^{C}$ is smaller than that from SYMMLQ, the algorithm will compute the $C G$ iterate $x_{k}^{C}$ from the SYMMLQ iterate $x_{k}$.

$$
\begin{aligned}
& \operatorname{SYMMLQ}(A, b, \sigma, \text { maxit }) \rightarrow x, \phi, \chi \\
& \beta_{1}=\|b\|_{2}, \quad v_{0}=0, \quad \beta_{1} v_{1}=b, \quad \bar{w}_{1}=v_{1}, \quad x_{0}=0 \\
& \phi_{0}=\beta_{1}, \quad \chi_{0}=0, \quad \zeta_{-1}=\zeta_{0}=0, \quad k=1
\end{aligned}
$$

while no stopping condition is true
$\operatorname{LanczosStep}\left(A, v_{k}, v_{k-1}, \beta_{k}, \sigma\right) \rightarrow \alpha_{k}, \beta_{k+1}, v_{k+1}$
//last right orthogonalization on middle two entries in last row of $T_{k}^{T}$
$\delta_{k}^{(2)}=c_{k-1} \delta_{k}^{(1)}+s_{k-1} \alpha_{k}, \quad \gamma_{k}^{(1)}=s_{k-1} \delta_{k}^{(1)}-c_{k-1} \alpha_{k}$
//last right orthogonalization to produce first two entries of $\underline{T_{k+1}} e_{k+2}$
$\epsilon_{k+1}^{(1)}=s_{k-1} \beta_{k+1}, \quad \delta_{k+1}^{(1)}=-c_{k-1} \beta_{k+1}$
//current right orthogonalization to zero out $\beta_{k+1}$
SymOrtho $\left(\gamma_{k}^{(1)}, \beta_{k+1}\right) \rightarrow c_{k}, s_{k}, \gamma_{k}^{(2)}$
//update solution, solution norm, residual norm, CG residual norm if $\gamma_{k}^{(2)}=0$

STOP $\quad / / \beta_{k+1}=0$ and $x=x_{k-1}$; or $b \notin \mathcal{R}(A)$ and no solution
else
if $k=1, \quad \zeta_{1}=\frac{\beta_{1}}{\gamma_{1}^{(1)}} \quad$ else $\quad \zeta_{k}=\frac{-\epsilon_{k}^{(1)} \zeta_{k-2}-\delta_{k}^{(2)} \zeta_{k-1}}{\gamma_{k}^{(2)}} \quad$ end
$\chi_{k}=\sqrt{\chi_{k-1}^{2}+\zeta_{k}^{2}}, \quad \phi_{k-1}=\left\|\left[\begin{array}{ll}-\gamma_{k}^{(2)} \zeta_{k} & \epsilon_{k+1}^{(1)} \zeta_{k-1}\end{array}\right]\right\|, \quad \phi_{k}^{C}=\frac{s_{k} c_{k-1}}{c_{k}} \phi_{k-1}^{C}$
if $\phi_{k-1}$ is small

$$
x_{k}=x_{k-1}, \quad \phi_{k}=\phi_{k-1} . \quad \text { STOP } \quad / / x_{k-1} \text { is solution }
$$

else
$w_{k}=c_{k} \bar{w}_{k}+s_{k} v_{k+1}, \quad \bar{w}_{k+1}=s_{k} \bar{w}_{k}-c_{k} v_{k+1}, \quad x_{k}=x_{k-1}+\zeta_{k} w_{k}$
end
end
$k \leftarrow k+1$
end
if $\phi_{k}^{C}<\phi_{k}$ and $c_{k} \neq 0, \quad / /$ transfer to CG point

$$
x_{k} \leftarrow x_{k}+\left(\frac{\zeta_{k} s_{k}}{c_{k}}\right) \bar{w}_{k+1}, \quad \chi_{k} \leftarrow \sqrt{\chi_{k}^{2}+\left(\frac{\zeta_{k} s_{k}}{c_{k}}\right)^{2}}, \quad \phi_{k}=\phi_{k}^{C}
$$

end
$x=x_{k}, \quad \chi=\chi_{k}, \quad \phi=\phi_{k}$
2. For $k \geq 1$, define $\omega_{k+1}=\gamma_{k+1}^{(2)} \zeta_{k+1}$ and $\varrho_{k+2}=\epsilon_{k+2}^{(1)} \zeta_{k}$. Then

$$
\left.\begin{array}{l}
r_{k}=\omega_{k+1} v_{k+1}-\varrho_{k+2} v_{k+2} \\
\phi_{k}:=\left\|r_{k}\right\|=\left\|\left[\begin{array}{ll}
\omega_{k+1} & \varrho_{k+2}
\end{array}\right]\right\|=\left[\varrho_{k+1}+\delta_{k+1}^{(2)} \zeta_{k}\right.  \tag{2.15}\\
\varrho_{k+2}
\end{array}\right], \text { where } \varphi_{k}=\epsilon_{k+1}^{(1)} \zeta_{k-1} .
$$

Thus, $V_{k}^{T} r_{k}=0$.
Proposition $2.12\left(A r_{k}\right.$ of SYMMLQ).

1. $A r_{0}=\beta_{1}\left(\alpha_{1} v_{1}+\beta_{2} v_{2}\right)$ and $\left\|A r_{0}\right\|=\beta_{1} \sqrt{\alpha_{1}^{2}+\beta_{2}^{2}}$.
2. Define $\omega_{k+1}=\gamma_{k+1}^{(2)} \zeta_{k+1}$ and $\varrho_{k+2}=\epsilon_{k+2}^{(1)} \zeta_{k}$. Then

$$
\begin{align*}
A r_{k} & =\beta_{k+1} \omega_{k+1} v_{k}-\left(\alpha_{k+1} \omega_{k+1}-\beta_{k+2} \varrho_{k+2}\right) v_{k+1}  \tag{2.16}\\
& -\left(\beta_{k+2} \omega_{k+1}-\alpha_{k+2} \varrho_{k+2}\right) v_{k+2}-\beta_{k+3} \varrho_{k+2} v_{k+3} \\
\left\|A r_{k}\right\| & =\left\|\left[\begin{array}{c}
\beta_{k+1} \omega_{k+1} \\
\alpha_{k+1} \omega_{k+1}-\beta_{k+2} \varrho_{k+2} \\
\beta_{k+2} \omega_{k+1}-\alpha_{k+2} \varrho_{k+2} \\
-\beta_{k+3} \varrho_{k+2}
\end{array}\right]\right\| \text { for } k=1, \ldots \tag{2.17}
\end{align*}
$$

The following results say that it is impossible to have $\left\|A r_{k}\right\|=0$ while $\left\|r_{k}\right\| \neq 0$, which is a property of a symmetric least-squares solution. Thus SYMMLQ is not applicable to incompatible symmetric linear system of equations.

Lemma 2.13. $\phi_{k}=0 \Leftrightarrow \psi_{k}=0$.
Lemma 2.14 (Solution norm of SYMMLQ and its monotonicity). Let $\chi_{0}=0$. Then $\chi_{k}=\left\|x_{k}\right\|_{2}=\left\|z_{k}\right\|=\sqrt{\chi_{k-1}^{2}+\zeta_{k}^{2}}$ is monotonically increasing as $k$ increases.

Proposition 2.15 (SYMMLQ's breakdown on incompatible systems). Suppose we want to solve $A x=b$ where $A=A^{T}$ and $b$ are given. In exact arithmetic, if $\gamma_{k}^{(2)}=0$, then $S Y M M L Q$ breaks down. If $\delta_{k}^{(2)}=\epsilon_{k}^{(1)}=0$, then $x_{k-1}$ is our solution; otherwise, $b \notin \mathcal{R}(A)$ and there is no solution from $S Y M M L Q$.

In finite precision, we may be able to obtain an exploding solution of SYMMLQ by disabling the normal stopping rules. However, that is usually not a null vector of $A$. To obtain a null vector of $A$, we recommend transferring to a CG point at the end or using $\bar{w}_{k}$ when $\beta_{k+1}=0$.

Proposition 2.16 (Transfer to CG point). Suppose that $A$ is symmetric positive semidefinite. Let $x_{k}^{C}$ denote the $k$ th iterate from $C G, e_{k}^{C}:=x-x_{k}^{C}$, and $\phi_{k}^{C}$ be the norm of the corresponding residual $r_{k}^{C}=b-A x_{k}^{C}$. Then we have the following results:

1. $x_{k}^{C}=x_{k}+\left(\frac{\zeta_{k} s_{k}}{c_{k}}\right) \bar{w}_{k+1}$.
2. $\left\|x_{k}^{C}\right\|_{2}=\sqrt{\left\|x_{k}\right\|_{2}^{2}+\left(\frac{\zeta_{k} s_{k}}{c_{k}}\right)^{2}} \geq\left\|x_{k}\right\|_{2}$.
3. $\phi_{k}^{C}=\frac{\beta_{1} \beta_{k+1} s_{1} s_{2} s_{3} \cdots s_{k-1}}{\left|\gamma_{k}^{(1)}\right|}=\frac{\left|c_{k-1}\right| s_{k}}{\left|c_{k}\right|} \phi_{k-1}^{C}$.

Lemma 2.17. If $\beta_{k+1}=0$ and $\gamma_{k}^{(2)}=0$, then $\bar{w}_{k}$ is a unit null vector of $A$.
Proof.

$$
\beta_{k+1}=0 \Rightarrow L_{k}=T_{k} Q_{k-1}=\left[\begin{array}{ccccc}
\gamma_{1}^{(1)} & & & \\
\delta_{2}^{(1)} & \gamma_{2}^{(2)} & & \\
\epsilon_{3}^{(1)} & \ddots & \ddots & \\
& \ddots & \ddots & \gamma_{k-1}^{(2)} & \\
& & \epsilon_{k}^{(1)} & \delta_{k}^{(2)} & 0
\end{array}\right]
$$

and thus $A \bar{w}_{k}=A V_{k} Q_{k-1} e_{k}=V_{k} T_{k} Q_{k-1} e_{k}=V_{k} L_{k} e_{k}=0,\left\|\bar{w}_{k}\right\|_{2}=\left\|V_{k} Q_{k-1} e_{k}\right\|=1$.

### 2.2.3 MINRES

MINRES is also built upon the Lanczos process. Within each Lanczos step, we solve the leastsquares subproblem

$$
\begin{equation*}
y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\left\|\beta_{1} e_{1}-\underline{T_{k}} y\right\|_{2}, \tag{2.18}
\end{equation*}
$$

by computing the QR factorization

$$
Q_{k} \underline{T_{k}}=\left[\begin{array}{c}
R_{k}  \tag{2.19}\\
0
\end{array}\right]=\left[\begin{array}{cccccc}
\gamma_{1}^{(1)} & \delta_{2}^{(1)} & \epsilon_{3}^{(1)} & & & \\
& \gamma_{2}^{(2)} & \delta_{3}^{(2)} & \epsilon_{4}^{(1)} & & \\
& & \ddots & \ddots & \ddots & \\
& & & \ddots & \ddots & \epsilon_{k}^{(1)} \\
& & & & \ddots & \delta_{k}^{(2)} \\
& & & & & \gamma_{k}^{(2)} \\
& & & & & 0
\end{array}\right], \quad Q_{k}\left(\beta_{1} e_{1}\right)=\left[\begin{array}{c}
t_{k} \\
\phi_{k}
\end{array}\right]
$$

where $Q_{k}=Q_{k, k+1} \cdots Q_{2,3} Q_{1,2}$ is a product of $(k+1) \times(k+1)$ Householder reflectors designed to annihilate the $\beta_{i}$ 's in the subdiagonal of $\underline{T_{k}}$. Of course, this is the transpose of the LQ factorization used in SYMMLQ, with $Q_{k}=\overline{P_{k}^{T}}$ and $Q_{k, k+1}=P_{k, k+1}$ in (2.9)-(2.10). Thus our subproblem becomes

$$
y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\left\|\left[\begin{array}{l}
t_{k}  \tag{2.20}\\
\phi_{k}
\end{array}\right]-\left[\begin{array}{c}
R_{k} \\
0
\end{array}\right] y\right\|_{2}
$$

where $t_{k}=\left[\begin{array}{llll}\tau_{1} & \tau_{2} & \cdots & \tau_{k}\end{array}\right]^{T}$ and

$$
\left[\begin{array}{c}
t_{k}  \tag{2.21}\\
\phi_{k}
\end{array}\right]=\beta_{1} Q_{k, k+1} \cdots Q_{2,3}\left[\begin{array}{c}
c_{1} \\
s_{1} \\
0_{k-1}
\end{array}\right]=\beta_{1} Q_{k, k+1} \cdots Q_{3,4}\left[\begin{array}{c}
c_{1} \\
s_{1} c_{2} \\
s_{1} s_{2} \\
0_{k-2}
\end{array}\right]=\beta_{1}\left[\begin{array}{c}
c_{1} \\
s_{1} c_{2} \\
\vdots \\
s_{1} \cdots s_{k-1} c_{k} \\
s_{1} \cdots s_{k-1} s_{k}
\end{array}\right]
$$

Table 2.11
Algorithm MINRES. The algorithm also estimates $\phi=\left\|r_{k}\right\|, \psi=\left\|A r_{k}\right\|, \chi=\left\|x_{k}\right\|, \mathcal{A}=\|A\|$, $\kappa=\operatorname{cond}(A)$.
$\operatorname{MINRES}(A, b, \sigma$, maxit $) \rightarrow x, \phi, \psi, \chi, \mathcal{A}, \kappa$

$$
\begin{aligned}
& \beta_{1}=\|b\|_{2}, \quad v_{0}=0, \quad \beta_{1} v_{1}=b, \quad \phi_{0}=\tau_{0}=\beta_{1}, \quad \chi_{0}=0, \quad \kappa=1 \\
& \delta_{1}^{(1)}=\gamma_{\min }=0, \quad c_{0}=-1, \quad s_{0}=0, \quad d_{0}=d_{-1}=x_{0}=0, \quad k=1
\end{aligned}
$$

while no stopping condition is true,
$\operatorname{LanczosStep}\left(A, v_{k}, v_{k-1}, \beta_{k}, \sigma\right) \rightarrow \alpha_{k}, \beta_{k+1}, v_{k+1}$
//last left orthogonalization on middle two entries in last column of $\underline{T_{k}}$
$\delta_{k}^{(2)}=c_{k-1} \delta_{k}^{(1)}+s_{k-1} \alpha_{k}, \quad \gamma_{k}^{(1)}=s_{k-1} \delta_{k}^{(1)}-c_{k-1} \alpha_{k}$
//last left orthogonalization to produce first two entries of $\underline{T_{k+1}} e_{k+1}$
$\epsilon_{k+1}^{(1)}=s_{k-1} \beta_{k+1}, \quad \delta_{k+1}^{(1)}=-c_{k-1} \beta_{k+1}$
//current left orthogonalization to zero out $\beta_{k+1}$
SymOrtho $\left(\gamma_{k}^{(1)}, \beta_{k+1}\right) \rightarrow c_{k}, s_{k}, \gamma_{k}^{(2)}$
//right-hand side, residual norms, and matrix norm
$\tau_{k}=c_{k} \phi_{k-1}, \quad \phi_{k}=s_{k} \phi_{k-1}, \quad \psi_{k-1}=\phi_{k-1} \sqrt{\left(\gamma_{k}^{(1)}\right)^{2}+\left(\delta_{k+1}^{(1)}\right)^{2}}$
if $k=1 \quad \mathcal{A}_{k}=\sqrt{\alpha_{1}^{2}+\beta_{2}^{2}} \quad$ else $\quad \mathcal{A}_{k}=\max \left\{\mathcal{A}_{k-1}, \sqrt{\beta_{k}^{2}+\alpha_{k}^{2}+\beta_{k+1}^{2}}\right\} \quad$ end
//update solution and matrix condition number
if $\gamma_{k}^{(2)} \neq 0$,

$$
d_{k}=\left(v_{k}-\delta_{k}^{(2)} d_{k-1}-\epsilon_{k}^{(1)} d_{k-2}\right) / \gamma_{k}^{(2)}, \quad x_{k}=x_{k-1}+\tau_{k} d_{k}, \quad \chi_{k}=\left\|x_{k}\right\|
$$

$$
\gamma_{\min }=\min \left\{\gamma_{\min }, \gamma_{k}^{(2)}\right\}, \quad \kappa=\mathcal{A}_{k} / \gamma_{\min }
$$

end
$k \leftarrow k+1$
end
$x=x_{k}, \quad \phi=\phi_{k}, \quad \psi=\phi_{k} \sqrt{\left(\gamma_{k+1}^{(1)}\right)^{2}+\left(\delta_{k+2}^{(1)}\right)^{2}}, \quad \chi=\chi_{k}, \quad \mathcal{A}=\mathcal{A}_{k}$

A compact way to describe the action of $Q_{k, k+1}$ is

$$
\left[\begin{array}{cc}
c_{k} & s_{k}  \tag{2.22}\\
s_{k} & -c_{k}
\end{array}\right]\left[\begin{array}{ccc|c}
\gamma_{k}^{(1)} & \delta_{k+1}^{(1)} & 0 & \phi_{k-1} \\
\beta_{k+1} & \alpha_{k+1} & \beta_{k+2} & 0
\end{array}\right]=\left[\begin{array}{ccc|c}
\gamma_{k}^{(2)} & \delta_{k+1}^{(2)} & \varepsilon_{k+2}^{(1)} & \tau_{k} \\
0 & \gamma_{k+1}^{(1)} & \delta_{k+2}^{(1)} & \phi_{k}
\end{array}\right]
$$

MINRES computes $x_{k}$ in $\mathcal{K}_{k}(A, b)$ as an approximate solution to our problem $A x=b$ :

$$
x_{k}=V_{k} y_{k}=V_{k} R_{k}^{-1} t_{k}=: D_{k}\left[\begin{array}{c}
t_{k-1}  \tag{2.23}\\
\tau_{k}
\end{array}\right]=\left[\begin{array}{ll}
D_{k-1} & d_{k}
\end{array}\right]\left[\begin{array}{c}
t_{k-1} \\
\tau_{k}
\end{array}\right]=x_{k-1}+\tau_{k} d_{k}
$$

where it can be shown that

$$
\begin{equation*}
d_{k}=\left(v_{k}-\delta_{k}^{(2)} d_{k-1}-\epsilon_{k}^{(1)} d_{k-2}\right) / \gamma_{k}^{(2)} \tag{2.24}
\end{equation*}
$$

A careful implementation of MINRES needs memory for at most the matrix $A$ and 5 working $n$-vectors for $v_{k}, v_{k+1}, d_{k-1}, d_{k}$, and $x_{k}$ in each iteration (not counting the vector $b$ ). There are $2 \nu+9 n$ flops per iteration, where $\nu$ is number of nonzeros in $A$.

Table 2.12
Algorithm CR [88, Algorithm 6.20].

```
\(\mathbf{C R}(A, b\), maxit \() \rightarrow x, \phi\)
\(x_{0}=0, \quad r_{0}=p_{0}=b, \quad z_{0}=A r_{0}, \quad w_{0}=A p_{0}, \quad \phi_{0}=\|b\|, \quad \mu_{0}=r_{0}^{T} z_{0}\)
\(k=1\)
while no stopping condition is true
\(\alpha_{k}=\mu_{k-1} /\left\|w_{k-1}\right\|^{2}, \quad x_{k}=x_{k-1}+\alpha_{k} p_{k-1}, \quad r_{k}=r_{k-1}-\alpha_{k} w_{k-1}, \quad \phi_{k}=\left\|r_{k}\right\|\)
\(z_{k}=A r_{k}, \quad \mu_{k}=r_{k}^{T} z_{k}, \quad \beta_{k}=\mu_{k} / \mu_{k-1}, \quad p_{k}=r_{k}+\beta_{k} p_{k-1}\)
\(w_{k}=z_{k}+\beta_{k} w_{k-1}, \quad k \leftarrow k+1\)
end
\(x=x_{k}, \quad \phi=\phi_{k}\)
```

Saad [88, Algorithm 6.20] derived a MINRES variant from GMRES (Arnoldi process [3] for solving unsymmetric square linear system) and called it the conjugate residual (CR) algorithm. CR to MINRES is like CG to LanczosCG; the residual vectors $r_{k}$ and their norms in CR and CG are directly computed. CR needs 5 working vectors $\left(x_{k}, p_{k}, r_{k}, w_{k}, z_{k}\right)$ in memory per iteration, not counting $b$. See Table 2.12 for the algorithm. Note: Saad [88, Algorithm 5.3] listed another algorithm called Minimal Residual (MR) iteration, but this is unrelated to MINRES (we want to caution the reader).

The following lemma gives a recurrence relation for $r_{k}$. It says that the intermediate $r_{k}$ 's are not orthogonal to $\mathcal{K}_{k}(A, b)$ except when $\beta_{k+1}=0$. In that case, $s_{k}=0$ and $r_{k}=-\phi_{k} v_{k+1}$ is finally orthogonal to $\mathcal{K}_{k}(A, b)$. The residual norm can be recurred without computing $r_{k}$.

Lemma 2.18 ( $r_{k}$ for MINRES and monotonicity of $\left\|r_{k}\right\|_{2}$ ). $r_{k}=s_{k}^{2} r_{k-1}-\phi_{k} c_{k} v_{k+1}$ and $\left\|r_{k}\right\|_{2}=\left\|r_{k-1}\right\|_{2} s_{k}$. It follows that $\left\|r_{k}\right\|_{2} \leq\left\|r_{k-1}\right\|_{2}$.

Similarly, $\left\|A r_{k}\right\|$ can be efficiently computed by the following recurrence relation. While $\left\|r_{k}\right\|_{2}$ is monotonically decreasing, $\left\|A r_{k}\right\|$ is often observed to be oscillating.

## Lemma 2.19 ( $A r_{k}$ for MINRES).

$$
\begin{aligned}
& A r_{k}=\left\|r_{k}\right\|\left(\gamma_{k+1}^{(1)} v_{k+1}+\delta_{k+2}^{(1)} v_{k+2}\right), \\
& \left\|A r_{k}\right\|=\left\|r_{k}\right\| \sqrt{\left[\gamma_{k+1}^{(1)}\right]^{2}+\left[\delta_{k+2}^{(1)}\right]^{2}} .
\end{aligned}
$$

Lemma 2.20 (Recurrence formula for $\left\|A x_{k}\right\|$ for MINRES).

$$
\left\|A x_{k}\right\|_{2}=\left\|t_{k}\right\|_{2}=\left\|\left[\begin{array}{c}
t_{k-1} \\
\tau_{k}
\end{array}\right]\right\| .
$$

Proposition 2.21. If $b \in \mathcal{R}(A)$, and in MINRES $\beta_{i}>0$ for $i=1, \ldots, k$, but $\beta_{k+1}=0$, then $\gamma_{k}^{(1)}>0$ and thus $T_{k}$ and $R_{k}$ are nonsingular.

Proof. Suppose $\gamma_{k}^{(1)}=0$. Then $s_{k}=0$ and thus $r_{k}=0$ and $\phi_{k}=\left\|r_{k}\right\|=s_{k} \phi_{k-1}=0$. Then $R_{k}=Q_{k} T_{k}$ is singular - of order $k$ and rank $k-1$-and MINRES will proceed to set $x_{k}:=x_{k-1}$.

It follows that $r_{k}:=r_{k-1}$ and $\phi_{k}=\phi_{k-1}=0$. However, this contradicts the fact that MINRES had not stopped at the $(k-1)$ th iteration.

Corollary 2.22. If in MINRES $\beta_{i}>0$ for $i=1, \ldots, k$, and $\beta_{k+1}=0$, and $\gamma_{k}^{(1)}=0$, then $T_{k}$ and $R_{k}$ are singular (both of order $k$ and rank $k-1$ ) and $b \notin \mathcal{R}(A)$.

In the following, we review the definition of minimum-length solution or pseudoinverse solution for a linear system. Then we prove that MINRES returns the unique minimum-length solution for any symmetric compatible (possibly singular) system.

Definition 2.23 (Moore-Penrose conditions and pseudoinverse [50]). Given any $m \times n$ matrix $A, X$ is the pseudoinverse of $A$ if it satisfies the four Moore-Penrose conditions:

1. $A X A=A$.
2. $X A X=X$.
3. $(A X)^{H}=A X$.
4. $(X A)^{H}=X A$.

Theorem 2.24 (Existence and uniqueness of the pseudoinverse). The pseudoinverse of a matrix always exists and is unique.

If $A$ is square and nonsingular, then $A^{\dagger}$, the pseudoinverse of $A$, is the matrix inverse $A^{-1}$.
Even if $A$ is square and nonsingular, we rarely compute $A^{-1}$. Instead, we would compute say the LU decomposition $P A=L U$ or QR decomposition $A=Q R$. If we want the solution of $A x=b$, we do not compute $x=A^{-1} b$ but instead, solve the triangular systems $L y=P b$ and $U x=y$ if we have computed LU decomposition of $A$, or $R x=Q^{T} b$ in the case of QR decomposition. Likewise, we rarely compute the pseudoinverse of $A$. It is mainly an analytical tool. If $A$ is singular, $A^{-1}$ does not exist, but $A x=b$ may have a solution. In that case, there are infinitely many solutions. In some applications we want the unique minimum-length solution, which could be written in terms of the pseudoinverse of $A: x^{\dagger}=A^{\dagger} b$. However, to compute $x^{\dagger}$, we would not compute $A^{\dagger}$. Instead we could compute some rank-revealing factorization of $A$ such as the reduced singular value decomposition $A=U \Sigma V^{T}$, where $U$ and $V$ have orthogonal columns and $\Sigma$ is diagonal with positive entries. Then the minimum-length solution is $x^{\dagger}=V \Sigma^{-1} U^{T} b$.

Theorem 2.25. If $b \in \mathcal{R}(A)$, and in MINRES $\beta_{i}>0$ for $i=1, \ldots, k$, but $\beta_{k+1}=0$, then $x_{k}$ is the pseudoinverse solution of $A x=b$.

Proof. We know that $\operatorname{span}\left(v_{1}, \ldots, v_{k}\right) \subseteq \mathcal{R}(A)$. However, we assume $\operatorname{span}\left(v_{1}, \ldots, v_{k}\right)=\mathcal{R}(A)$. Without this assumption, the result is still true but the proof will be more complicated.

By Proposition 2.21, when $\beta_{k+1}=0, R_{k}^{-1}$ exists. Moreover,

$$
\begin{equation*}
x_{k}=V_{k} y_{k}=V_{k} R_{k}^{-1} t_{k}=V_{k} R_{k}^{-1} \beta_{1} Q_{k-1} e_{1}=V_{k} R_{k}^{-1} Q_{k-1} V_{k}^{T} b \tag{2.25}
\end{equation*}
$$

Thus, we define

$$
A^{\natural}:=V_{k} R_{k}^{-1} Q_{k-1} V_{k}^{T}=V_{k} T_{k}^{-1} V_{k}^{T} \quad \text { since } \quad Q_{k-1} T_{k}=R_{k} .
$$

Table 2.13
Subproblem definitions of MINRES, GMRES, QMR, and LSQR.

| Method <br> (Underlying process) | Subproblem <br> (Matrix structure) | Factorization | Estimate of $x_{k}$ |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { MINRES [81] } \\ & (\text { Lanczos [63]) } \end{aligned}$ | $\begin{aligned} & y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\left\\|\underline{T_{k}} y-\beta_{1} e_{1}\right\\| \\ & \left(T_{k} \text { symmetric tridiagonal }\right) \end{aligned}$ | QR: $Q_{k} \underline{T_{k}}=\left[\begin{array}{c} R_{k} \\ 0 \end{array}\right]$ | $\begin{aligned} & x_{k}=V_{k} y_{k} \\ & \quad \in \mathcal{K}_{k}(A, b) \end{aligned}$ |
| $\begin{aligned} & \text { GMRES [89] } \\ & \text { (Arnoldi [3]) } \end{aligned}$ | $\begin{aligned} & y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\left\\|\underline{H_{k}} y-h_{1,0} e_{1}\right\\| \\ & \left(H_{k} \text { upper Hessenberg }\right) \end{aligned}$ | QR: $Q_{k} \underline{H_{k}}=\left[\begin{array}{c} R_{k} \\ 0 \end{array}\right]$ | $\begin{aligned} & x_{k}=V_{k} y_{k} \\ & \quad \in \mathcal{K}_{k}(A, b) \end{aligned}$ |
| ```QMR [37] (Lanczos bi- orthogonalization [63])``` | $y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\left\\|\underline{T_{k}} y-\beta_{1} e_{1}\right\\|$ <br> ( $T_{k}$ unsymmetric tridiagonal) | QR: $Q_{k} \underline{T_{k}}=\left[\begin{array}{c} R_{k} \\ 0 \end{array}\right]$ | $\begin{aligned} & x_{k}=V_{k} y_{k} \\ & \quad \in \mathcal{K}_{k}(A, b) \end{aligned}$ |
| LSQR [82, 83] <br> (Golub-Kahan bidiagonalization [47]) | $\begin{aligned} & y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\left\\|\underline{B_{k}} y-\beta_{1} e_{1}\right\\| \\ & \left(B_{k} \text { lower bidiagonal }\right) \end{aligned}$ | QR: $Q_{k} \underline{B_{k}}=\left[\begin{array}{c} R_{k} \\ 0 \end{array}\right]$ | $\begin{aligned} & x_{k}=V_{k} y_{k} \\ & \in \mathcal{K}_{k}\left(A^{T} A, A^{T} b\right) \end{aligned}$ |

We want so show in the following that $A^{\natural}$ is the pseudoinverse of $A$ and thus $x_{k}$ is the minimumlength solution of $A x=b$. We start with the third and the fourth Moore-Penrose conditions:

$$
\begin{aligned}
& A A^{\natural}=A V_{k} T_{k}^{-1} V_{k}^{T}=V_{k} T_{k} T_{k}^{-1} V_{k}^{T}=V_{k} V_{k}^{T}, \\
& A^{\natural} A=V_{k} T_{k}^{-1} V_{k}^{T} A=V_{k} T_{k}^{-1} T_{k} V_{k}^{T}=V_{k} V_{k}^{T},
\end{aligned}
$$

Thus, $A A^{\natural}$ and $A^{\natural} A$ are symmetric, meaning $A^{\natural}$ satisfies the third and fourth Moore-Penrose conditions. Lastly we show $A^{\natural}$ satisfies the first and the second Moore-Penrose conditions. By our assumption, the columns of $V_{k}$ span $\mathcal{R}(A)$. Thus $V_{k} V_{k}^{T} A=A$. It follows that $A A^{\natural} A=$ $V_{k} V_{k}^{T} A=A$ and $A^{\natural} A A^{\natural}=V_{k} V_{k}^{T} A=A$.

### 2.3 Existing Iterative Methods for Hermitian Least-Squares

When we have a large and sparse Hermitian least-squares problem, MINRES is the natural solver. In each iteration, it solves a least-squares subproblem:

$$
\min \left\|\underline{T_{k}} y_{k}-\beta_{1} e_{1}\right\|, \quad x_{k}=V_{k} y_{k}
$$

However, we want to point out that while the MINRES solution is a least-squares solution (where $\left\|r_{k}\right\|$ is minimized), it may not be the minimum-length solution (where $\left\|y_{k}\right\|$ and $\left\|x_{k}\right\|$ are minimized).

In this section, we review MINRES on singular symmetric least-squares problems. We also mention some Krylov subspace methods for sparse least-squares problems when $A$ is not necessarily symmetric. In particular, GMRES and QMR are applicable for $A$ unsymmetric, and LSQR is applicable to any rectangular matrix $A$. These solvers all have subproblems in the form of least-squares problems. See Table 2.13 and Table 2.14.

Table 2.14
Bases and subproblem solutions in MINRES, GMRES, QMR, and LSQR.

| Method | New basis | $z_{k}$ | Estimate of $x_{k}$ |
| :--- | :--- | :--- | :--- |
| MINRES | $D_{k}:=V_{k} R_{k}^{-1}$ | $R_{k} z_{k}=\beta_{1}\left[\begin{array}{ll}I_{k} & 0\end{array}\right] Q_{k} e_{1}$ | $x_{k}=D_{k} z_{k}$ |
| GMRES | - | - | $x_{k}=V_{k} y_{k}$ |
| QMR | $W_{k}:=V_{k} R_{k}^{-1}$ | $R_{k} z_{k}=\beta_{1}\left[\begin{array}{ll}I_{k} & 0\end{array}\right] Q_{k} e_{1}$ | $x_{k}=W_{k} z_{k}$ |
| LSQR | $W_{k}:=V_{k} R_{k}^{-1}$ | $R_{k} z_{k}=\beta_{1}\left[\begin{array}{ll}I_{k} & 0\end{array}\right] Q_{k} e_{1}$ | $x_{k}=W_{k} z_{k}$ |

### 2.3.1 MINRES

In this section, we want to show that MINRES produces a generalized-inverse solution when we have a least-squares problem min $\|A x-b\|$, where $A$ is singular and $b \notin \mathcal{R}(A)$.

The pseudoinverse is a kind of generalized inverse and there are other kinds (see [7]). Generalized inverses of a rank-deficient matrix may not be unique.

Definition 2.26 (Generalized inverses). For $i=1,2,3,4, X$ is the $\{i\}$-inverse of an $m \times n$ matrix $A$ if it satisfies the ith Moore-Penrose condition. Likewise, $X$ is the $\{i, j\}$-inverse of $A$ if it satisfies both the $i$ th and $j$ th Moore-Penrose conditions. Lastly, $X$ is the $\{i, j, k\}$-inverse of $A$ if it satisfies the ith, $j$ th, and $k$ th Moore-Penrose conditions.

Theorem 2.27. Consider a symmetric linear least-squares problem $\min \|A x-b\|$, with $A=A^{T}$ singular and $b \notin \mathcal{R}(A)$. If $\beta_{i} \neq 0$ for $i=1, \ldots, k, \beta_{k+1}=\gamma_{k}^{(1)}=0$ and $\left\|A r_{k}\right\|=0$, then $x_{k}:=x_{k-1}$ is a $\{2,3\}$-inverse solution, meaning $x_{k}=X b$ for some $X$ being a $\{2,3\}$-inverse of $A$. Moreover, $x_{k}$ is a $\{1,2,3\}$-inverse solution if the columns of $V_{k}$ span $\mathcal{R}(A)$.

Proof. If $\beta_{k+1}=0$ and also $\gamma_{k}^{(1)}=0$ in (2.20), then iteration $k$ is going to be our last iteration in the Lanczos process, and (2.20) becomes the following underdetermined least-squares problem:

$$
\min \left\|\left[\begin{array}{cc}
R_{k-1} & s \\
0 & 0 \\
0
\end{array}\right]\left[\begin{array}{c}
y_{k-1} \\
\eta_{k}
\end{array}\right]-\left[\begin{array}{c}
t_{k-1} \\
\phi_{k-1} \\
0
\end{array}\right]\right\|=\min \left\|\left[\begin{array}{ll}
R_{k-1} & s
\end{array}\right]\left[\begin{array}{c}
y_{k-1} \\
\eta_{k}
\end{array}\right]-\left[\begin{array}{c}
t_{k-1} \\
\phi_{k-1}
\end{array}\right]\right\|,
$$

where

$$
s:=\left[\begin{array}{c}
\epsilon_{k}^{(1)} e_{k-2} \\
\delta_{k}^{(2)}
\end{array}\right] \neq 0 \quad \text { since } \quad \epsilon_{k}^{(1)}=s_{k-2} \beta_{k} .
$$

We choose to set $\eta_{k}=0$, thus simplifying the subproblem to $R_{k-1} y_{k-1}=t_{k-1}$, which is actually our previous subproblem in the $(k-1)$ th iteration. Therefore

$$
\begin{align*}
x_{k} & :=x_{k-1}=V_{k-1} y_{k-1}=V_{k} y_{k}, \text { where } y_{k}:=\left[\begin{array}{c}
y_{k-1} \\
0
\end{array}\right]  \tag{2.26}\\
\left\|r_{k}\right\| & =\left\|r_{k-1}\right\|=\phi_{k-1}>0(\text { or we would have stopped in the }(k-1) \text { th iteration }),  \tag{2.27}\\
\left\|A r_{k}\right\| & =\left\|A r_{k-1}\right\|=\left\|r_{k-1}\right\| \sqrt{\left[\gamma_{k}^{(2)}\right]^{2}+\left[\delta_{k+1}^{(2)}\right]^{2}}=0 \tag{2.28}
\end{align*}
$$

since $\beta_{k+1}=\gamma_{k}^{(1)}=0 \Longrightarrow \gamma_{k}^{(2)}=\delta_{k+1}^{(2)}=0$ by $(2.22)$, confirming that $x_{k-1}$ is our least-squares
solution. Moreover, by (2.26)

$$
\begin{align*}
x_{k} & =V_{k} y_{k}=V_{k}\left[\begin{array}{c}
y_{k-1} \\
0
\end{array}\right]=V_{k}\left[\begin{array}{cc}
R_{k-1}^{-1} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
t_{k-1} \\
\phi_{k-1}
\end{array}\right]=V_{k}\left[\begin{array}{cc}
R_{k-1}^{-1} & 0 \\
0 & 0
\end{array}\right]\left(\beta_{1} Q_{k-1} e_{1}\right)  \tag{2.29}\\
& =V_{k} R_{k}^{\sharp} Q_{k-1} V_{k}^{T} b, \text { where } R_{k}^{\sharp}:=\left[\begin{array}{cc}
R_{k-1}^{-1} & 0 \\
0 & 0
\end{array}\right]  \tag{2.30}\\
& =A^{\sharp} b, \text { where } A^{\sharp}:=V_{k} R_{k}^{\sharp} Q_{k-1} V_{k}^{T} . \tag{2.31}
\end{align*}
$$

We will check if $A^{\sharp}$ satisfies any of the Moore-Penrose conditions in the following. Recall that when $\beta_{k+1}=\gamma_{k}^{(1)}=0$, then

$$
A V_{k}=V_{k+1} \underline{T_{k}}=V_{k} T_{k}=V_{k} Q_{k-1}^{T} R_{k}, \quad R_{k}=\left[\begin{array}{cc}
R_{k-1} & s  \tag{2.32}\\
0 & 0
\end{array}\right], \quad V_{k}^{T} A V_{k}=T_{k}
$$

First, we show that $A^{\sharp}$ satisfies the third but not the fourth Moore-Penrose conditions:

$$
\begin{align*}
& A A^{\sharp}=A V_{k} R_{k}^{\sharp} Q_{k-1} V_{k}^{T}=V_{k} Q_{k-1}^{T} R_{k} R_{k}^{\sharp} Q_{k-1} V_{k}^{T}=V_{k} Q_{k-1}^{T}\left[\begin{array}{ll}
I_{k-1} & \\
& 0
\end{array}\right] Q_{k-1} V_{k}^{T},  \tag{2.33}\\
& A^{\sharp} A=V_{k} R_{k}^{\sharp} Q_{k-1} V_{k}^{T} A=V_{k} \bar{R}_{k}^{\sharp} Q_{k-1} T_{k} V_{k}^{T}=V_{k} R_{k}^{\sharp} R_{k} V_{k}^{T}, \tag{2.34}
\end{align*}
$$

so that $A A^{\sharp}$ is symmetric, but $\left(R_{k}^{\sharp} R_{k}\right)^{T}=\left[\begin{array}{cc}I_{k-1} & R_{k-1}^{-1} s \\ 0 & 0\end{array}\right]^{T} \neq R_{k}^{\sharp} R_{k}$, since $s \neq 0$ by (2.27). Thus $A^{\sharp} A$ is not symmetric.

Next, we check the first Moore-Penrose condition:

$$
\begin{align*}
A A^{\sharp} A & =\left(A V_{k}\right) R_{k}^{\sharp} Q_{k-1}\left(V_{k}^{T} A\right)=\left(V_{k} Q_{k-1}^{T} R_{k}\right) R_{k}^{\sharp} Q_{k-1}\left(T_{k} V_{k}^{T}\right) \text { by }(2.31)-(2.32)  \tag{2.35}\\
& =V_{k} Q_{k-1}^{T} R_{k} R_{k}^{\sharp} R_{k} V_{k}^{T}=V_{k} Q_{k-1}^{T} R_{k} V_{k}^{T} \text { since it is easy to verify } R_{k} R_{k}^{\sharp} R_{k}=R_{k}  \tag{2.36}\\
& =A V_{k} V_{k}^{T} \text { by }(2.32)  \tag{2.37}\\
& =A\left(V_{k, \mathcal{R}}+v_{1, \mathcal{N}} c^{T}\right)\left(V_{k, \mathcal{R}}+v_{1, \mathcal{N}} c^{T}\right)^{T}, \text { where } V_{k, \mathcal{R}}=\left[\begin{array}{lll}
v_{1, \mathcal{R}} & \cdots & v_{k, \mathcal{R}}
\end{array}\right] \text { by }(2.2)  \tag{2.38}\\
& =A V_{k, \mathcal{R}} V_{k, \mathcal{R}}^{T}=A \text { if the columns of } V_{k, \mathcal{R}} \operatorname{span} \mathcal{R}(A) . \tag{2.39}
\end{align*}
$$

Lastly, $A^{\sharp}$ satisfies the second Moore-Penrose condition:

$$
\begin{align*}
A^{\sharp} A A^{\sharp} & =V_{k} R_{k}^{\sharp} R_{k} V_{k}^{T} V_{k} R_{k}^{\sharp} Q_{k-1} V_{k}^{T} \text { by }(2.34)  \tag{2.40}\\
& =V_{k} R_{k}^{\sharp} R_{k} R_{k}^{\sharp} Q_{k-1} V_{k}^{T}=V_{k} R_{k}^{\sharp} Q_{k-1} V_{k}^{T}=A^{\sharp} \text { since } R_{k}^{\sharp} R_{k} R_{k}^{\sharp}=R_{k}^{\sharp} . \tag{2.41}
\end{align*}
$$

Example 3. MINRES on $\min \|A x-b\|$ with $A=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0\end{array}\right], b=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$. The minimum-length solution is $x^{\dagger}=\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right]$ and the residuals are $r^{\dagger}=b-A x^{\dagger}=\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]$ and $A r^{\dagger}=0$. However, MINRES returns a least-squares solution $x^{\sharp}=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$ with residuals $r^{\sharp}=b-A x^{\sharp}=\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]$ and $A r^{\sharp}=0$. Thus we need a new stopping condition $\left\|A r_{k}\right\| \leq$ tol and a modified MINRES algorithm to get the minimum-length solution.

Table 2.15
Algorithm Arnoldi.

```
\(\operatorname{Arnoldi}(A, b\), maxit \() \rightarrow V_{k}, H_{k}\)
\(\beta_{1}=\|b\|_{2}, \quad v_{1}=b / \beta_{1}, \quad k=0\)
while \(h_{k, k-1} \neq 0\) and \(k \leq\) maxit
    \(k \leftarrow k+1, \quad w:=A v_{k}\)
    for \(i=1, \ldots, k \quad / /\) modified Gram-Schmidt
        \(h_{i, k}:=w^{T} v_{i}, \quad w:=w-h_{i, k} v_{i}, \quad h_{k+1, k}=\|w\|_{2}\)
    end
    if \(h_{k+1, k}=0, \quad v_{k+1}=0 \quad\) else \(\quad v_{k+1}=w / h_{k+1, k} \quad\) end
end
```


### 2.3.2 GMRES

The Lanczos process, the Arnoldi process, and the modified Gram-Schmidt process are closely related. Given $k$ linearly independent vectors $u_{1}, \ldots, u_{k}$ in $\mathbb{R}^{n}$, the modified Gram-Schmidt process generates $k$ orthonormal vectors $v_{1}, \ldots, v_{k}$, where each $v_{i} \in \operatorname{span}\left\{u_{1}, \ldots, u_{i}\right\}$. Given $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^{n}$, modified Gram-Schmidt on $\left\{b, A b, \ldots, A^{k-1} b\right\}$ is called the Arnoldi process, and when $A$ is symmetric, it is equivalent to the Lanczos process.

Given $A$ and $b$, the Arnoldi process computes vectors $v_{k}$ as follows:

$$
\begin{align*}
\beta_{1} v_{1} & =b, \text { where } \beta_{1}=\|b\|_{2} \text { serves to normalize } v_{1},  \tag{2.42}\\
w_{k} & =A v_{k}, \quad h_{i, k}=w_{k}^{T} v_{i} \\
h_{k+1, k} v_{k+1} & =w_{k}-h_{1, k} v_{1}-\cdots-h_{k, k} v_{k}, \tag{2.43}
\end{align*}
$$

where $h_{k+1, k}$ serves to normalize $v_{k+1}$ (see Table 2.15). In matrix form,

$$
A V_{k}=V_{k+1} \underline{H_{k}}, \text { where } V_{k}=\left[\begin{array}{lll}
v_{1} & \cdots & v_{k}
\end{array}\right], \quad \underline{H_{k}}=\left[\begin{array}{c}
H_{k}  \tag{2.44}\\
h_{k+1, k} e_{k}^{T}
\end{array}\right], \quad H_{k}=\left[h_{i, j}\right]_{j=1, i=1}^{k, j+1}
$$

Note that $H_{k}$ is an upper Hessenberg matrix. In exact arithmetic the columns of $V_{k}$ are orthonormal, and the process stops when $h_{k+1, k}=0(k \leq n)$. We then obtain $A V_{k}=V_{k} H_{k}$.

GMRES [89] is an algorithm for solving $A x=b$ for square and unsymmetric $A$. In each Arnoldi iteration, GMRES is prepared to solve the least-squares subproblem

$$
y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\left\|\underline{H_{k}} y-\beta_{1} e_{1}\right\|_{2}
$$

and set $x_{k}=V_{k} y_{k}$. All vectors $v_{1}, \ldots, v_{k}$ are saved, and only the final $y_{k}$ and $x_{k}$ need be computed, using QR factorization of $\left[\underline{H_{k}} \quad \beta_{1} e_{1}\right]$. We list the algorithm in Table 2.16.

When $A=A^{T}$, GMRES is mathematically equivalent to MINRES but does not enjoy the short recurrence relation. When $k$ is large, $V_{k}$ and $\underline{H_{k}}$ become memory-consuming. For GMRES to be practical on large systems, it is often restarted [110, Figure 6.1] every $m$ steps for some small positive integer $m$. However, the convergence properties are then unpredictable except in special cases, and stagnation (lack of progress) may occur for some values of $m$ [88, p. 172].

Table 2.16
Algorithm GMRES. This algorithm also estimates $\phi=\|b-A x\|$.

```
\(\operatorname{GMRES}(A, b\), tol, maxit \() \rightarrow x, \phi\)
\(\beta_{1}=\|b\|_{2}, \quad v_{1}=b / \beta_{1}, \quad x_{0}=0, \quad \phi_{0}=\beta_{1}, \quad k=0\)
while \(\left(h_{k, k-1} \neq 0\right)\) or ( \(\phi_{i}>\) tol \()\) or \((k<\) maxit \()\)
    \(k \leftarrow k+1, \quad w:=A v_{k}\)
    for \(i=1, \ldots, k \quad / /\) modified Gram-Schmidt
        \(h_{i, k}:=w^{T} v_{i}, \quad w:=w-h_{i, k} v_{i}, \quad h_{k+1, k}=\|w\|_{2}\)
        end
        if \(h_{k+1, k}=0\)
            \(v_{k+1}=0\)
        else
            \(v_{k+1}=w / h_{k+1, k}\)
            for \(j=2, \ldots, k\)
                \(r_{j-1, k}^{(2)}=c_{j-1} r_{j-1, k}^{(1)}+s_{j-1} h_{j, k}, \quad \quad r_{j, k}^{(1)}=s_{j-1} r_{j-1, k}^{(1)}-c_{j-1} h_{j, k}\)
            end
            \(r_{k, k}^{(2)}=\sqrt{\left[r_{k, k}^{(1)}\right]^{2}+h_{k+1, k}^{2}}, \quad c_{k}=r_{k, k}^{(1)} / r_{k, k}^{(2)}, \quad s_{k}=h_{k+1, k}^{(2)} / r_{k, k}^{(2)}\)
            \(\tau_{k}=c_{k} \phi_{k-1}, \quad \bar{\phi}_{k}=s_{k} \bar{\phi}_{k-1}, \quad \phi_{k}=\left|\bar{\phi}_{k}\right|\)
    end
end
Solve \(R_{k} y_{k}=t_{k}\) by back substitution, \(\quad x=V_{k} y_{k}, \quad \phi=\phi_{k}\)
```


### 2.3.3 LSQR

Given a linear least-squares problem $\min \|A x-b\|, r:=b-A x$, the Golub-Kahan bidiagonalization [47] may be derived by applying the Lanczos process to the augmented system

$$
\left[\begin{array}{cc}
I & A \\
A^{T} &
\end{array}\right]\left[\begin{array}{l}
r \\
x
\end{array}\right]=\left[\begin{array}{l}
b \\
0
\end{array}\right],
$$

but the process has structure and is better stated directly. Given $A$ and $b$, the Golub-Kahan process computes two sets of orthogonal vectors $v_{k}$ and $u_{k}$ according to

$$
\begin{aligned}
\beta_{1} u_{1} & =b, & \alpha_{1} v_{1} & =A^{T} u_{1}, \\
\beta_{k+1} u_{k+1} & =A v_{k}-\alpha_{k} u_{k}, & \alpha_{k+1} v_{k+1} & =A^{T} u_{k+1}-\beta_{k+1} v_{k},
\end{aligned}
$$

where $\beta_{i}$ and $\alpha_{i}$ serve to normalize $u_{i}$ and $v_{i}$ respectively. In matrix form,

$$
\begin{aligned}
& A V_{k}=U_{k+1} \underline{B_{k}} \text {, where } V_{k}=\left[\begin{array}{lll}
v_{1} & \cdots & v_{k}
\end{array}\right], \\
& A^{T} U_{k+1}=V_{k} B_{k}^{T} \text {, where } U_{k+1}=\left[\begin{array}{lll}
u_{1} & \cdots & u_{k+1}
\end{array}\right] \text {, }
\end{aligned}
$$

Table 2.17
Algorithm Bidiag1 (the Golub-Kahan process) [47],[82, section 3].

```
\(\operatorname{Bidiag} 1(A, b\), maxit \() \rightarrow u_{1}, \ldots, u_{k+1}, v_{1}, \ldots, v_{k+1}, \alpha_{1}, \ldots, \alpha_{k+1}, \beta_{1}, \ldots, \beta_{k+1}\)
\(\beta_{1} u_{1}=b, \quad \alpha_{1} v_{1}=A^{T} u_{1}, \quad k=1\)
while \(\alpha_{k} \neq 0\) and \(\beta_{k} \neq 0\) and \(k \leq\) maxit
    \(\beta_{k+1} u_{k+1}=A v_{k}-\alpha_{k} u_{k} \quad / / \beta_{k+1}\) normalizes \(u_{k+1}\) in 2-norm
    \(\alpha_{k+1} v_{k+1}=A^{T} u_{k+1}-\beta_{k+1} v_{k} \quad / / \alpha_{k+1}\) normalizes \(v_{k+1}\) in 2-norm
    \(k \leftarrow k+1\)
end
```

$$
B_{k}:=\left[\begin{array}{cccc}
\alpha_{1} & & & \\
\beta_{2} & \ddots & & \\
& \ddots & \alpha_{k-1} & \\
& & \beta_{k-1} & \alpha_{k}
\end{array}\right], \quad \underline{B_{k}}=\left[\begin{array}{c}
B_{k} \\
\beta_{k+1} e_{k}^{T}
\end{array}\right]
$$

In exact arithmetic, the columns of $V_{k}$ and $U_{k}$ are orthonormal and the process stops when $\beta_{k+1}=0$ or $\alpha_{k+1}=0(k \leq n)$. Table 2.17 lists a way of implementing the process Bidiag1 [82, section 3].

LSQR [82, 83] uses the Golub-Kahan process to solve least-squares problems min $\|A x-b\|_{2}$ with $A$ of arbitrary shape and rank. In the $k$ th iteration of Bidiag1, LSQR solves a subproblem that involves the lower bidiagonal matrix $\underline{B_{k}}$ of size $(k+1) \times k$ :

$$
\min \left\|\underline{B_{k}} y-\beta_{1} e_{1}\right\|
$$

Since this is an overdetermined problem, we cannot just apply forward substitution. QR factorization is the natural tool. A sequence of Householder reflectors tranforms $\underline{B_{k}}$ to an upper bidiagonal matrix:

$$
Q_{k}\left[\underline{B_{k}} \quad \beta_{1} e_{1}\right]=\left[\begin{array}{cc}
R_{k} & f_{k} \\
& \phi_{k+1}^{(1)}
\end{array}\right]=\left[\begin{array}{ccccc}
\rho_{1} & \theta_{2} & & & \phi_{1} \\
& \ddots & \ddots & & \vdots \\
& & \rho_{k-1} & \theta_{k} & \phi_{k-1} \\
& & & \rho_{k} & \phi_{k} \\
& & & & \phi_{k+1}^{(1)}
\end{array}\right]
$$

where $\rho_{i}=\rho_{i}^{(2)}$ and $\phi_{i}=\phi_{i}^{(2)}$ in Table 2.18.
The convergence of LSQR depends on the number of distinct nonzero singular values of $A$, as illustrated by the following example.

Example 4. If $A=\operatorname{diag}\left(\left[\begin{array}{lll}-1 & 1 & i-i\end{array}\right]\right)$ and $b=e=\left[\begin{array}{lllll}1 & 1 & 1 & 1 & 0\end{array}\right]^{T}$, then $A$ has only one distinct nonzero singular value 1 and LSQR takes 1 iteration ( 2 matrix-vector multiplications) to converge to the minimum-length solution $x^{\dagger}=\left[\begin{array}{llll}-1 & 1 & -i & i\end{array} 0\right]^{T}$. We note that $A$ is complex symmetric, but not Hermitian. Hence, CG, MINRES and SYMMLQ are not necessarily applicable to this problem.

Table 2.18
Algorithm LSQR [82, section 4]. This algorithm also estimates $\phi=\|r\|, \psi=\left\|A^{T} r\right\|$, where $r=b-A x$.

$$
\begin{aligned}
& \operatorname{LSQR}(A, b, \text { tol, maxit }) \rightarrow x, \phi, \psi \\
& \beta_{1} u_{1}=b, \quad \alpha_{1} v_{1}=A^{T} u_{1}, \quad w_{1}=v_{1}, \quad x_{0}=0, \\
& \phi_{1}^{(1)}=\beta_{1}, \quad \rho_{1}^{(1)}=\alpha_{1}, \quad k=0
\end{aligned}
$$

while stopping conditions not satisfied
$k=k+1$
$\beta_{k+1} u_{k+1}=A v_{k}-\alpha_{k} u_{k}, \quad \alpha_{k+1} v_{k+1}=A^{T} u_{k+1}-\beta_{k+1} v_{k}$
$\operatorname{SymOrtho}\left(\rho_{k}^{(1)}, \beta_{k+1}\right) \rightarrow c_{k}, s_{k}, \rho_{k}^{(2)}$
$\theta_{k+1}=s_{k} \alpha_{k+1}, \quad \rho_{k+1}^{(1)}=-c_{k} \alpha_{k+1}, \quad \phi_{k}^{(2)}=c_{k} \phi_{k}^{(1)}$,
$\phi_{k+1}^{(1)}=s_{k} \phi_{k}^{(1)}, \quad \psi_{k}=\phi_{k+1}^{(1)}\left|\rho_{k+1}^{(1)}\right|$
$x_{k}=x_{k-1}+\left(\phi_{k}^{(2)} / \rho_{k}^{(2)}\right) w_{k}, \quad w_{k+1}=v_{k+1}-\left(\theta_{k+1} / \rho_{k}^{(2)}\right) w_{k}$
end
$x=x_{k}, \quad \phi=\phi_{k+1}^{(1)}, \quad \psi=\psi_{k}$

### 2.3.4 QMR and SQMR

When a matrix is unsymmetric and short recurrence relations are desired (a property not available in the Arnoldi process), we may use the unsymmetric Lanczos process to produce two sets of biorthogonal vectors $\left\{v_{i}\right\}$ and $\left\{w_{i}\right\}$. If we define $V_{k}:=\left[v_{1} \ldots v_{k}\right]$ and $W_{k}:=\left[w_{1} \ldots w_{k}\right]$, then

$$
W_{k}^{T} V_{k}=D, \quad\left\langle v_{1}, \ldots, v_{k}\right\rangle=\mathcal{K}_{k}\left(A, v_{1}\right), \quad\left\langle w_{1}, \ldots, w_{k}\right\rangle=\mathcal{K}_{k}\left(A^{T}, w_{1}\right)
$$

where $D$ is a nonsingular diagonal matrix.
Fletcher [35] originated Bi-CG and van der Vorst [109] designed Bi-CGSTAB (a stabilized version) for solving unsymmetric $A x=b$, both based on the Lanczos biorthogonalization process. They are not intended for incompatible systems.

Freund and Nachtigal's QMR [37] uses different subproblems from those in Bi-CG (more like the least-squares subproblems in MINRES and LSQR). It would apply to incompatible systems if a stopping rule based on $\left\|A r_{k}\right\|$ were implemented. SQMR [38] is a simplified version for symmetric linear systems. When $A$ is symmetric, QMR and SQMR without preconditioner are mathematically equivalent to MINRES.

### 2.4 Stopping Conditions and Norm Estimates

This section summarizes the stopping conditions and various estimates that may be computed in CG, SYMMLQ and MINRES. Some are new and improved over what we had before. For convergence rates, see [62].

The stopping conditions for the solvers are much more complicated than for the Lanczos process itself. In fact, we recommend a family of stopping conditions in a similar spirit to the suggestions in [82, 83, 2, 84, 80]:

| Lanczos | Normwise relative backward errors (NRBE) | Regularization attempts |
| :--- | :--- | :--- |
| $\beta_{k+1} \leq n\\|A\\| \varepsilon$ | $\left\\|r_{k}\right\\|_{2} /\left(\\|A\\|\left\\|x_{k}\right\\|+\\|b\\|\right) \leq$ tol | $\kappa(A) \geq$ maxcond |
| $k=$ maxit | $\left\\|A r_{k}\right\\|_{2} /\left(\\|A\\|\left\\|r_{k}\right\\|\right) \leq$ tol | $\left\\|x_{k}\right\\|_{2} \geq$ maxxnorm |

where tol, maxit, maxcond, and maxxnorm are input parameters. All quantities are estimated cheaply by updating estimates from the preceding iteration. The estimate of $\left\|A r_{k}\right\|$ is needed for incompatible systems.

Different relative residual norms have been defined and we prefer the following:

$$
\begin{equation*}
\frac{\left\|r_{k}\right\|_{2}}{\|A\|_{F}\left\|x_{k}\right\|_{2}+\|b\|_{2}} \text { and } \frac{\left\|A r_{k}\right\|_{2}}{\|A\|_{F}\left\|r_{k}\right\|_{2}} \tag{2.45}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\left\|r_{k}\right\|_{2}}{\|A\|_{2}\left\|x_{k}\right\|_{2}+\|b\|_{2}} \text { and } \frac{\left\|A r_{k}\right\|_{2}}{\|A\|_{2}\left\|r_{k}\right\|_{2}} \tag{2.46}
\end{equation*}
$$

Relative norms are much more telling than absolute norms when $\|A\|,\|b\|$, or $\|x\|$ are tiny or large. Since $\|A\|_{F}=\sqrt{\sum \sigma_{i}^{2}} \geq \sigma_{1}=\|A\|_{2}$, (2.45) could make the algorithms stop sooner than (2.46).

### 2.4.1 Residual and Residual Norm

In CG, $\left\|r_{k}\right\|$ is directly computed while $r_{k}$ is given by a short recurrence relation. In LanczosCG, it can be shown that

$$
r_{k}=(-1)^{k}\left\|r_{k}\right\| v_{k+1},\left\|r_{k}\right\|_{2}=\left|\zeta_{k}\right| \beta_{k+1}
$$

For SYMMLQ, by Proposition 2.11, $r_{0}=\beta_{1} v_{1}$ and $\left\|r_{0}\right\|=\beta_{1}$. Moreover, if we define $\omega_{k+1}=\gamma_{k+1}^{(2)} \zeta_{k+1}$ and $\varrho_{k+2}=\epsilon_{k+2}^{(1)} \zeta_{k}$, we have

$$
r_{k}=\omega_{k+1} v_{k+1}-\varrho_{k+2} v_{k+2}, \quad\left\|r_{k}\right\|_{2}=\left\|\left[\begin{array}{ll}
\omega_{k+1} & \varrho_{k+2}
\end{array}\right]\right\|
$$

For MINRES, by Lemma 2.18, the residual in the $k$ th step is

$$
r_{k}=s_{k}^{2} r_{k-1}-\phi_{k} c_{k} v_{k+1}, \quad\left\|r_{k}\right\|_{2}=\phi_{k}=\phi_{k-1} s_{k}=\left\|r_{k-1}\right\|_{2} s_{k} \leq\left\|r_{k-1}\right\|_{2}
$$

### 2.4.2 Norm of $A r_{k}$

For LanczosCG, $\left\|A r_{k}\right\|$ can be obtained only in iteration $k+1$ when $\beta_{k+2}$ is available:

$$
\begin{aligned}
A r_{0} & =\left\|r_{0}\right\|\left(\beta_{2} v_{2}+\alpha_{1} v_{1}\right), \quad\left\|A r_{0}\right\|=\left\|r_{0}\right\| \sqrt{\alpha_{1}^{2}+\beta_{2}^{2}} \\
A r_{k} & =(-1)^{k}\left\|r_{k}\right\|\left(\beta_{k+2} v_{k+2}+\alpha_{k+1} v_{k+1}+\beta_{k+1} v_{k}\right) \\
\left\|A r_{k}\right\| & =\left\|r_{k}\right\| \sqrt{\beta_{k+1}^{2}+\alpha_{k+1}^{2}+\beta_{k+2}^{2}} \text { for } k=1, \ldots
\end{aligned}
$$

For CG, by Lemma 2.5, $\left\|A r_{k}\right\|$ can be computed when $\mu_{k+2}$ and $\nu_{k+1}$ are available in iteration $k+1$ :

$$
\begin{aligned}
& \left\|A r_{0}\right\|=\left\|r_{0}\right\| \sqrt{\frac{1+\mu_{2}}{\nu_{1}^{2}}}, \\
& \left\|A r_{k}\right\|=\left\|r_{k}\right\| \sqrt{\frac{\mu_{k+1}}{\nu_{k}^{2}}\left(1+\mu_{k+1}+\frac{2 \nu_{k}}{\nu_{k+1}}\right)+\frac{1+\mu_{k+2}}{\nu_{k+1}^{2}}} \text { for } k=1, \ldots \text { when } q_{k}^{T} A q_{k} \neq 0, \\
& \left\|A r_{k}\right\|=\left\|r_{k}\right\| \sqrt{\frac{\mu_{k+1}}{\nu_{k}^{2}}\left(1+\mu_{k+1}\right)} \text { when } q_{k}^{T} A q_{k}=0 .
\end{aligned}
$$

Lemma 2.6 says that CG is good for compatible symmetric linear systems, but not linear leastsquares problem. Thus we usually do not compute $A r_{k}$ or its norm.

For SYMMLQ, recall from Proposition 2.12, with $\varrho_{k+2}:=\epsilon_{k+2}^{(1)} \zeta_{k}$ :

$$
\begin{aligned}
A r_{0}= & \beta_{1}\left(\alpha_{1} v_{1}+\beta_{2} v_{2}\right), \quad\left\|A r_{0}\right\|=\beta_{1} \sqrt{\alpha_{1}^{2}+\beta_{2}^{2}}, \\
A r_{k}= & \beta_{k+1} \omega_{k+1} v_{k}-\left(\alpha_{k+1} \omega_{k+1}-\beta_{k+2} \varrho_{k+2}\right) v_{k+1} \\
& -\left(\beta_{k+2} \omega_{k+1}-\alpha_{k+2} \varrho_{k+2}\right) v_{k+2}-\beta_{k+3} \varrho_{k+2} v_{k+3}, \\
\left\|A r_{k}\right\|=\| & \left\|\left[\begin{array}{c}
\beta_{k+1} \omega_{k+1} \\
\alpha_{k+1} \omega_{k+1}-\beta_{k+2} \varrho_{k+2} \\
\beta_{k+2} \omega_{k+1}-\alpha_{k+2} \varrho_{k+2} \\
-\beta_{k+3} \varrho_{k+2}
\end{array}\right]\right\| \text { for } k=1, \ldots
\end{aligned}
$$

However, by Lemma 2.13, SYMMLQ is like CG: good for linear systems but not least-squares problems. Thus, we usually do not compute $A r_{k}$ or its norm.

Lastly for MINRES, by Lemma 2.19,

$$
A r_{k}=\left\|r_{k}\right\|\left(\gamma_{k+1}^{(1)} v_{k+1}+\delta_{k+2}^{(1)} v_{k+2}\right), \quad\left\|A r_{k}\right\|=\left\|r_{k}\right\| \sqrt{\left[\gamma_{k+1}^{(1)}\right]^{2}+\left[\delta_{k+2}^{(1)}\right]^{2}} .
$$

### 2.4.3 Solution Norms

For CG and MINRES, we recommend computing $\left\|x_{k}\right\|$ directly. For SYMMLQ, by Lemma 2.14, we have the following short recurrence relation:

$$
\chi_{1}=\left\|x_{1}\right\|_{2}=\zeta_{1}, \quad\left\|x_{k}\right\|_{2}=\left\|z_{k}\right\|=\sqrt{\chi_{k-1}^{2}+\zeta_{k}^{2}}, \quad k>1 .
$$

### 2.4.4 Matrix Norms

The relative stopping conditions (2.45)-(2.46) require estimates of $\|A\|_{2}$ and $\|A\|_{F}$. We now discuss a few methods for estimating these two matrix norms.

The Matlab function NORMEST applies the power method on $A^{T} A$ to estimate $\|A\|_{2}$ up to some specified tolerance and is recommended for large and sparse $A$. The method could fail for reasons that the power method could fail-for example, if the initial vector is orthogonal to the dominant eigenvector of $A^{T} A$ or if it lies in the nullspace of $A$. However, unlike the standard power method, it would work even if $A^{T} A$ has multiple dominant eigenvalues of the
same magnitude because the convergence condition is

$$
\left|\left\|A x^{(k)}\right\|-\left\|A x^{(k-1)}\right\|\right|<\operatorname{tol}\left\|A x^{(k)}\right\| .
$$

Lemma 2.28 ([107, Theorem 5.3]). Let $A=U \Sigma V^{T}$ be the full singular value decomposition of $A$ with $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$, where $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{r}>0$ and $\sigma_{i}=0$ for $i>r=\operatorname{rank}(A)$. Then $\|A\|_{2}=\sigma_{1}$ and $\|A\|_{F}=\left(\sum_{i=1}^{r} \sigma_{i}^{2}\right)^{1 / 2}=\|\Sigma\|_{F} \geq\|A\|_{2}$.

Given a matrix, we can estimate its singular values from any submatrix.
Theorem 2.29 (Interlacing property of matrix singular values [102]). Suppose $A$ is a complex matrix of size $m \times n$ and $B$ is a submatrix of $A$ obtained by deleting 1 column (or 1 row) from A. Define $r:=\min \{m, n\}$ and $s:=\min \{m, n-1\}$. Clearly, $s=r$ or $s=r-1$. Let $\sigma_{1}, \ldots, \sigma_{r}$ denote the singular values of $A$ sorted in descending order ( $\sigma_{1} \geq \cdots \geq \sigma_{r} \geq 0$ ) and $\gamma_{1}, \ldots, \gamma_{s}$ be the singular values of $B$, also in descending order. Then

$$
\begin{aligned}
& \sigma_{1} \geq \gamma_{1} \geq \sigma_{2} \geq \gamma_{2} \geq \cdots \geq \sigma_{r-1} \geq \gamma_{r-1} \geq \sigma_{r} \text { if } s=r-1, \\
& \sigma_{1} \geq \gamma_{1} \geq \sigma_{2} \geq \gamma_{2} \geq \cdots \geq \sigma_{r-1} \geq \gamma_{r-1} \geq \sigma_{r} \geq \gamma_{r} \text { if } s=r .
\end{aligned}
$$

In particular, the equalities hold if the deleted column (or row) is a zero vector.
Since $\|A\|_{2}=\sigma_{1}(A)$, an immediate result of the interlacing theorem is the following.
Corollary 2.30. The two-norm of a matrix is greater than or equal to that of its submatrix.
Lemma 2.31. For LanczosCG, SYMMLQ, and MINRES, $\|A\|_{2} \geq\left\|\underline{T_{k}}\right\|_{2} \geq\left\|T_{k}\right\|_{2}$.
Proof. Assuming exact arithmetic, $V_{k}$ has orthonormal columns. It follows that

$$
\begin{aligned}
\|A\|_{2} & =\sup _{\|x\|_{2}=1}\|A x\|_{2} \geq \sup _{\left\|V_{k} x\right\|_{2}=\|x\|_{2}=1}\left\|A V_{k} x\right\|_{2}=\left\|A V_{k}\right\|_{2}=\left\|V_{k+1} \underline{T_{k}}\right\|_{2} \\
& =\left\|\underline{T_{k}}\right\|_{2} \geq\left\|T_{k}\right\|_{2} \text { by Corollary 2.30. }
\end{aligned}
$$

To estimate a lower bound for $\|A\|$ from within the Lanczos process, we can use $\max _{i=1, \ldots, k}\left\|p_{i}\right\|$ with $p_{i}=A v_{i}$, because $v_{i}$ is a unit vector. The largest $\left\|p_{i}\right\|$ is the best estimate. However, $p_{i}=A v_{i}$ is the $i$-th column of $A V_{i}=V_{i+1} \underline{T_{i}}$ and hence $p_{i}=V_{i+1} \underline{T_{i}} e_{i}$. A good approximation to $\left\|p_{i}\right\|$ should therefore be

$$
\left\|\underline{T_{i}} e_{i}\right\|_{2}=\left\|\left[\begin{array}{lll}
\beta_{i} & \alpha_{i} & \beta_{i+1}
\end{array}\right]^{T}\right\|,
$$

which is cheaper than directly computing $\left\|p_{i}\right\|$. Although orthogonality of $V_{i+1}$ is assumed, the norms are essentially the same in practice. See Figure 2.2 to see how typically close they are. In fact, Paige [78, equation (19)] showed that if $A$ has at most $m$ nonzeros per row,

$$
\left|\left\|\left[\begin{array}{ccc}
\beta_{k} & \alpha_{k} & \beta_{k+1}
\end{array}\right]^{T}\right\|^{2}-\left\|p_{k}\right\|^{2}\right| \leq 4 k\left(3 n+19+m\left\|p_{k}-\alpha_{k} v_{k}\right\|\right)\|A\|_{2}^{2} \varepsilon .
$$

We have proven the following lemma, which allows us to estimate a lower bound for $\|A\|_{2}$ from $k$ samples within SYMMLQ and MINRES, without having to use NORMEST as we have recommended in the CG case.

Lemma 2.32. For LanczosCG, SYMMLQ, and MINRES, $\|A\|_{2} \geq \max \left\{\left\|\underline{T_{1}} e_{1}\right\|_{2}, \ldots,\left\|\underline{T_{k}} e_{k}\right\|_{2}\right\}$, where $\left\|\underline{T_{i}} e_{i}\right\|_{2}=\left\|\left[\beta_{i} \alpha_{i} \beta_{i+1}\right]^{T}\right\|$. If we define $\mathcal{A}_{2}^{(1)}=\left\|\underline{T_{1}} e_{1}\right\|_{2}$, then $\mathcal{A}_{2}^{(k)}=\max \left\{\mathcal{A}_{2}^{(k-1)},\left\|\underline{T_{k}} e_{k}\right\|_{2}\right\}$ is monotonically increasing and thus gives an improving estimate of $\|A\|_{2}$ as $k$ increases.

A lower bound for $\|A\|_{2}$ in (2.45) means that the Lanczos-based algorithms may iterate more than necessary, so we want a good lower bound. With the test cases we have run, Lemma 2.32 does seem to provide a good estimate of the order of matrix norms - see Figure 2.2 for the norm estimates on 12 matrices of different sizes from the Florida matrix collection [108].

If (2.46) is to be used instead of (2.45), then the following lemma would be helpful.
Lemma 2.33. For LanczosCG, MINRES, and SYMMLQ, $\|A\|_{F} \geq\left\|\underline{\underline{T_{k}}}\right\|_{F}$. Moreover, if we define $\mathcal{A}_{F}^{(1)}:=\left\|\underline{T_{1}}\right\|_{F}=\left\|\left[\alpha_{1} \beta_{2}\right]^{T}\right\|_{2}$, then $\mathcal{A}_{F}^{(k)}:=\sqrt{\left(\mathcal{A}_{F}^{(k-1)}\right)^{2}+\left\|\underline{T_{k}} e_{k}\right\|_{2}^{2}}$ is strictly increasing and thus gives an improving estimate of $\|A\|_{F}$ as $k$ increases.

Proof. Assuming exact arithmetic, $V_{k}$ has orthonormal columns. Let $A=U \Sigma V^{T}$ be the full singular value decomposition of $A$. It follows that

$$
\left\|\underline{T_{k}}\right\|_{F}=\left\|V_{k+1} \underline{T_{k}}\right\|_{F}=\left\|A V_{k}\right\|_{F}=\left\|U \Sigma V^{T} V_{k}\right\|_{F}=\left\|\Sigma V^{T} V_{k}\right\|_{F}=:\|\Sigma W\|_{F},
$$

where $W=V^{T} V_{k}$ is of size $n \times k(n \geq k)$ with orthonormal columns. Thus

$$
\begin{aligned}
\|\Sigma W\|_{F}^{2} & =\operatorname{trace}\left(\Sigma W W^{T} \Sigma\right)=\operatorname{trace}(\Sigma Z \Sigma), \text { where } Z:=W W^{T} \\
& =\sum_{i=1}^{n} \sigma_{i}^{2} z_{i i}=\sum_{i=1}^{n} \sigma_{i}^{2} \sum_{j=1}^{k} w_{i j}^{2} \\
& =\sum_{i=1}^{n} \sigma_{i}^{2}\|W(i,:)\|_{2}^{2}, \text { where } W(i,:) \text { denotes the } i \text { th row of } W \\
& \leq \sum_{i=1}^{n} \sigma_{i}^{2}\|W\|_{2}^{2} \text { by Corollary } 2.30 \\
& \leq \sum_{i=1}^{n} \sigma_{i}^{2}=\|\Sigma\|_{F}^{2}=\|A\|_{F}^{2} \text { since } \sigma_{1}(W)=1=\|W\|_{2} .
\end{aligned}
$$

Earlier implementations of SYMMLQ and MINRES use $\|A\|_{F}$ estimated from $\left\|T_{k}\right\|_{F}$, but it is an upper bound for $\|A\|_{2}$ by Lemma 2.28 . This upper bound actually works well in most test cases we have tried. However, when there are many iterations (meaning $T_{k}$ has high dimension possibly $>n$ ), it could be a large overestimate and lead to premature termination.



Figure 2.2 Estimating $\|A\|_{2}$ and $\|A\|_{F}$ using different methods on 12 test cases. The results show that Lemmas 2.32 and 2.33 provide good estimates of the matrix norms. This figure can be reproduced by testminresQLPNormA4.

### 2.4.5 Matrix Condition Numbers

Theorem 2.34. [107, Theorem 12.1, Theorem 12.2] Let $A \in \mathbb{R}^{n \times n}$ be nonsingular and consider the equation $A x=b$. The problem of computing $b$, given $x$, has condition number

$$
\kappa_{b}=\frac{\|A\|\|x\|}{\|b\|} \leq \kappa(A)
$$

with respect to perturbations of $x$. The problem of computing $x$, given $b$, has condition number

$$
\kappa_{x}=\frac{\left\|A^{-1}\right\|\|x\|}{\|b\|} \leq \kappa(A)
$$

The above theorem says that if $A$ is perturbed by $\Delta A$ and $x$ is given, then the perturbation in $b$ is approximately bounded as follows:

$$
\frac{\|\Delta b\| /\|b\|}{\|\Delta A\| /\|A\|} \approx \kappa_{b} \leq \kappa(A) \quad \Longrightarrow \quad\|\Delta b\| \lesssim \frac{\kappa(A)\|b\|\|\Delta A\|}{\|A\|}
$$

Likewise, if $A$ is perturbed by $\Delta A$ and $b$ is given, then the perturbation in $x$ is approximately bounded as follows:

$$
\frac{\|\Delta x\| /\|x\|}{\|\Delta A\| /\|A\|} \approx \kappa_{x} \leq \kappa(A) \quad \Longrightarrow \quad\|\Delta x\| \lesssim \frac{\kappa(A)\|x\|\|\Delta A\|}{\|A\|} .
$$

Suppose $\|\Delta A\|=O(\varepsilon)$. Then the output could be perturbed by $\frac{\kappa(A)\|b\|}{\|A\|} O(\varepsilon)$. If $\kappa(A)$ is too large, then the perturbed output may no longer be a good approximation. Hence, in iterative methods where matrix-vector multiplications are carried out repeatedly, it is important to monitor $\kappa(A)$.

The matrix condition number with respect to the two-norm could be expensive. If the matrix is triangular, we use the following lemma to estimate the condition number with respect to the infinity norm, which is much cheaper.

Lemma 2.35 ([41, Exercise 4.9]). Given a nonsingular upper-triangular matrix $U$, the diagonal elements of $U^{-1}$ are the reciprocals of the diagonal elements of $U$. Moreover,

$$
\begin{equation*}
\|U\|_{\infty} \geq \max _{i}\left|u_{i i}\right|, \quad\left\|U^{-1}\right\|_{\infty} \geq \frac{1}{\min _{i}\left|u_{i i}\right|}, \quad \kappa_{\infty}(U) \geq \frac{\max _{i}\left|u_{i i}\right|}{\min _{i}\left|u_{i i}\right|} . \tag{2.47}
\end{equation*}
$$

Similarly for a nonsingular lower-triangular matrix.
In LanczosCG, since the subproblem $T_{k} y_{k}=\beta_{1} e_{1}$ involves $T_{k}$, we are interested in $\kappa\left(T_{k}\right)$.

$$
\begin{align*}
\left\|T_{k}\right\|_{\infty} & =\left\|L_{k} D_{k} L_{k}^{T}\right\|_{\infty} \leq\left\|L_{k}\right\|_{\infty}\left\|D_{k}\right\|_{\infty}\left\|L_{k}^{T}\right\|_{\infty} \approx \max _{i} \delta_{i}, \\
\left\|T_{k}^{-1}\right\|_{\infty} & =\left\|L_{k}^{-T} D_{k}^{-1} L_{k}^{-1}\right\|_{\infty} \leq\left\|L_{k}^{-T}\right\|_{\infty}\left\|D_{k}^{-1}\right\|_{\infty}\left\|L_{k}^{-1}\right\|_{\infty} \approx \frac{1}{\min _{i} \delta_{i}}, \\
\kappa_{\infty}\left(T_{k}\right) & =\left\|T_{k}\right\|_{\infty}\left\|T_{k}^{-1}\right\|_{\infty} \approx \frac{\max _{i} \delta_{i}}{\min _{i} \delta_{i}} . \tag{2.48}
\end{align*}
$$

For CG, it can be shown that $\delta_{k}=\frac{1}{\nu_{k}}$, and thus (2.48) becomes

$$
\begin{equation*}
\left\|T_{k}\right\|_{\infty} \approx \frac{1}{\min _{i} \nu_{i}}, \quad\left\|T_{k}^{-1}\right\|_{\infty} \approx \max \nu_{i}, \quad \kappa_{\infty}\left(T_{k}\right) \approx \frac{\max _{i} \nu_{i}}{\min _{i} \nu_{i}} . \tag{2.49}
\end{equation*}
$$

As for MINRES and SYMMLQ, assuming orthogonality of $V_{k}$,

$$
\begin{align*}
\kappa_{2}\left(A V_{k}\right) & =\kappa_{2}\left(V_{k+1} \underline{T_{k}}\right)=\kappa_{2}\left(\underline{T_{k}}\right) \\
& =\kappa_{2}\left(Q_{k} \underline{T_{k}}\right)=\kappa_{2}\left(\underline{R_{k}}\right)=\kappa_{2}\left(R_{k}\right) \text { by Theorem } 2.29 \\
& =\kappa_{2}\left(L_{k}^{T}\right)=\kappa_{2}\left(L_{k}\right) . \\
\kappa_{\infty}\left(R_{k}\right) & \approx \frac{\max _{i} \gamma_{i}^{(2)}}{\min _{i} \gamma_{i}^{(2)}} . \tag{2.50}
\end{align*}
$$

## Chapter 3

# MINRES-QLP: an Algorithm for Hermitian Systems 

### 3.1 Introduction

This chapter develops the main new algorithm in our thesis: MINRES-QLP. The aim is to deal reliably with singular symmetric systems, and to return the minimum-length least-squares solution. At the same time, we improve the accuracy of MINRES on ill-conditioned nonsingular systems.

### 3.1.1 Effects of Rounding Errors in MINRES

Recall that in the $k$ th Lanczos iteration, MINRES is based on the subproblem

$$
\min \left\|\underline{T_{k}} y_{k}-\beta_{1} e_{1}\right\|_{2}, \quad x_{k}=V_{k} y_{k}
$$

the QR factorization

$$
Q_{k}\left[\begin{array}{ll}
T_{k} & \beta_{1} e_{1}
\end{array}\right]=\left[\begin{array}{cc}
R_{k} & t_{k}  \tag{3.1}\\
0 & \phi_{k}
\end{array}\right]
$$

and the update

$$
x_{k}=\left(V_{k} R_{k}^{-1}\right) t_{k} \equiv D_{k} t_{k} \equiv x_{k-1}+\tau_{k} d_{k}
$$

The algorithm should stop if $R_{k}$ is singular (which would imply singularity of $A$ ). Singularity was not discussed by Paige and Saunders [81], but they did raise the question: Is MINRES stable when $R_{k}$ is ill-conditioned? Their concern was that $\left\|D_{k}\right\|$ could be large and there could be cancellation in forming $x_{k-1}+\tau_{k} d_{k}$.

Sleijpen, Van der Vorst, and Modersitzki [96] analyze the effects of rounding errors in MINRES and report examples of apparent failure with a matrix of the form $A=Q D Q^{T}$, where $D$ is an ill-conditioned diagonal matrix and $Q$ involves a single Givens rotation. We attempted but unfortunately failed to reproduce MINRES's performance on the two examples defined in Figure 4 of their paper. We modified their examples by using an $n \times n$ Householder transformation for $Q$, and then observed similar problems with MINRES - see Figure 3.1. The recurred residual norms $\phi_{k}$ are good approximations of the directly computed $\left\|r_{k}\right\|$ until the last few iterations. The $\phi_{k}$ 's then keep decreasing but the directly computed $\left\|r_{k}\right\|$ 's become stagnant or even increase.

The analysis in [96] focuses on the rounding errors involved in the $n$ triangular solves for the rows of $D_{k}$, compared to the single triangular solve $R_{k} y_{k}=t_{k}$ and then $x_{k}=V_{k} y_{k}$ that would be possible (at the final $k$ ) if $V_{k}$ were stored as in GMRES. The key feature of MINRES-QLP is that a single (lower) triangular solve suffices with no need to store $V_{k}$ (much like in SYMMLQ).

Four symmetric positive definite ill-conditioned systems


Figure 3.1 MINRES solving $A x=b$ with symmetric positive definite $A=Q \operatorname{diag}\left(\left[\eta, 2 \eta, 2: \frac{1}{789}: 3\right]\right) Q$ of dimension $n=792$ and norm $\|A\|_{2}=3$, where $Q=I-(2 / n) e e^{T}$ is a Householder matrix generated by $e=[1, \ldots, 1]^{T}$. These plots illustrate the effect of rounding errors in MINRES similar to the examples reported in [96, Figure 4]. The upper part of each plot shows the computed and recurred residual norms, and the lower part shows the computed and recurred normwise relative backward errors (NRBE). MINRES terminates when the recurred $N R B E$ is less than the given $\mathrm{tol}=10^{-14}$.
Upper left: $\eta=10^{-8}$ and thus $\kappa(A) \approx 10^{8}$. Also $b=e$ and therefore $\|x\| \gg\|b\|$. The graphs of directly computed residual norms $\left\|r_{k}\right\|$ and recurrently computed residual norms $\phi_{k}$ start to differ at iteration 21 when $\left\|r_{k}\right\| \approx 10^{-1}$. While the $\left\|r_{k}\right\|$ 's eventually level off at $10^{-2}$, the $\phi_{k}$ 's decrease monotonically and are misleadingly small in the last few iterations.
Upper right: Again $\eta=10^{-8}$ but $b=$ Ae. Thus $\|x\|=\|e\|=O(\|b\|)$. The graphs of $\left\|r_{k}\right\|$ and $\phi_{k}$ start to differ when they reach a much smaller level of $10^{-10}$ at iteration 33. The final $\left\|r_{k}\right\| \approx 10^{-10}$ is satisfactory but not as accurate as $\phi_{k}$ claims at $10^{-13}$.
Lower left: $\eta=10^{-10}$ and thus $A$ is even more ill-conditioned than the matrix in the upper plots. Here $b=e$ and $\|x\|$ is again exploding. MINRES ends with $\left\|r_{k}\right\| \approx 10^{2}>\|b\|$, which means no convergence.
Lower right: $\eta=10^{-10}$ and $b=A e$. The solution norm is small and the final $\left\|r_{k}\right\| \approx 10^{-8}$ is satisfactory but not as accurate as $\phi_{k}$ claims at $10^{-13}$.
This figure can be reproduced from the Matlab program DPtest5b.m.

### 3.1.2 Existing Approaches to Solving Hermitian Least-Squares

If we talk about a symmetric or Hermitian least-squares problem min $\|A x-b\|$, we mean that $A$ is singular (otherwise $A x=b$ is simply a linear system with unique solution).

Inconsistent (singular) symmetric systems could arise from discretized semidefinite Neumann boundary value problems [61, section 6], and naturally any systems involving measurement errors in $b$. Another potential application is large symmetric indefinite singular Toeplitz least-squares problems as described in [39, section 6].

Recall from Theorem 2.27 that MINRES does not give the minimum-length least-squares solution to an inconsistent symmetric system $A x \approx b$. To obtain the minimum-length solution, we could apply MINRES to various modified compatible systems as follows (cf. Theorem 2.25). (We write $A^{T}$ at times because some of the methods are applicable to general least-squares problems.)

Normal equations: The classical symmetric compatible system is $A^{T} A x=A^{T} b$ (or $A^{2} x=A b$ in the symmetric case), but when $A$ is ill-conditioned there will be loss of accuracy in forming $A^{T} b$ and the products $A^{T}\left(A v_{k}\right)$ in the Lanczos process.

Augmented systems: We could apply MINRES to the larger compatible system

$$
\left[\begin{array}{cc}
\gamma I & A  \tag{3.2}\\
A^{T} & \delta I
\end{array}\right]\left[\begin{array}{l}
s \\
x
\end{array}\right]=\left[\begin{array}{l}
b \\
0
\end{array}\right]
$$

with $\gamma=1$ and $\delta \leq 0$. However, LSQR already does that more efficiently. On the other hand, a special version of MINRES does seem a viable approach for solving (3.2) when $\gamma>0$ and $\delta>0$; in fact, AMRES [97] is such a method. One purpose of AMRES is for computing left or right singular vectors of $A$ by inverse iteration (with $\gamma=\delta=\sigma_{i}$, a singular value of $A$ ).

LSQR and AMRES are both based on the Golub-Kahan process for $(A, b)$ in place of Lanczos on the augmented system (3.2), and their convergence rate is governed by the eigenvalues of $A^{T} A-\gamma \delta I$.

Two-step procedure: Another approach [12, Algorithm 6.1] is equivalent to solving one leastsquares problem followed by one linear system:

1. Compute a least-squares solution $x_{L S}$ of $\min \|A x-b\|$, e.g., using MINRES.
2. Compute the minimum-length solution of the compatible system $A x=A x_{L S}$.

Note that only $A x_{L S}$ is required in step 2 (not $x_{L S}$ itself). This could be obtained in various ways. For example, if we know an orthogonal basis $Y$ for the range space $\mathcal{R}(A)$ or an orthogonal basis $Z$ for the null space $\mathcal{N}\left(A^{T}\right)$ (e.g., [17, section 4]), then we have $A x_{L S}=Y Y^{T} b=b-Z Z^{T} b$. In either case, step 1 is not needed.

MINRES-L: Bobrovnikova and Vavasis [14] treat weighted least-squares problems by applying MINRES to certain symmetric, indefinite, singular systems.

These approaches are expensive or numerically not ideal. We see the need for a MINRES-like method that can handle singular incompatible systems directly.

### 3.1.3 Orthogonal Matrix Decompositions for Singular Matrices

A complete orthogonal decomposition of a singular matrix $A$ takes the form $A=U\left[\begin{array}{ll}T & 0 \\ 0 & 0\end{array}\right] V$ for some orthogonal matrices $U$ and $V$ and triangular $T$ [10].

The singular value decomposition (SVD) is clearly a complete orthogonal decomposition. It is well known that it is rank-revealing, while the QR decomposition is sometimes not. However, the SVD of a large matrix is usually too expensive to compute.

In 1965 Golub originated $Q R$ decomposition with column pivoting ( $Q R P$ ) for solving leastsquares problems [19, 43]:

$$
\begin{equation*}
Q A \Pi=R \tag{3.3}
\end{equation*}
$$

where $Q$ is orthogonal, $\Pi$ a permutation matrix, and $R$ upper triangular. The diagonal elements of $R$, later called the $R$-values by Stewart [100], are generally good estimates for the singular values $\sigma_{i}$ of $A$. If $A$ is singular, so is $R$, and we can write $R=\left[\begin{array}{cc}R_{1} & S \\ 0 & 0\end{array}\right]$, where $R_{1}$ is upper triangular and $S$ is rectangular. Although QRP is often rank-revealing, it is not a complete orthogonal decomposition.

Hanson and Lawson in 1969 [56] applied a series of Householder transformations from the right of [ $R_{1} S$ ] to yield [ $R_{2} 0$ ], where $R_{2}$ is upper triangular:

$$
Q A \Pi H=\left[\begin{array}{cc}
R_{1} & S \\
0 & 0
\end{array}\right] H=\left[\begin{array}{cc}
R_{2} & 0 \\
0 & 0
\end{array}\right] .
$$

This is a complete orthogonal decomposition of $A$. It takes advantage of the triangularity of $R_{1}$.
In 1999 Stewart proposed the pivoted QLP decomposition [100], which is equivalent to two consecutive QRP decompositions: on $A$ as before (see (3.3)), then on $R^{T}$ :

$$
Q_{R} A \Pi_{R}=\left[\begin{array}{cc}
R_{1} & S  \tag{3.4}\\
0 & 0
\end{array}\right], \quad Q_{L}\left[\begin{array}{cc}
R_{1}^{T} & 0 \\
S^{T} & 0
\end{array}\right] \Pi_{L}=\left[\begin{array}{cc}
\bar{R}_{2} & 0 \\
0 & 0
\end{array}\right] .
$$

This gives

$$
A=Q L P, \quad \text { where } Q=Q_{R}^{T} \Pi_{L}, \quad L=\left[\begin{array}{cc}
\bar{R}_{2}^{T} & 0  \tag{3.5}\\
0 & 0
\end{array}\right], \quad P=Q_{L} \Pi_{R}^{T}
$$

with $Q$ and $P$ orthogonal. Stewart demonstrates that the diagonal elements of $L$ (the $L$-values) are better singular-value estimates than the $R$-values, and the accuracy is particularly good for the extreme singular values $\sigma_{1}$ and $\sigma_{n}$ :

$$
\begin{equation*}
R_{i i} \approx \sigma_{i}, \quad L_{i i} \approx \sigma_{i}, \quad \sigma_{1} \geq \max _{i} L_{i i} \geq \max _{i} R_{i i}, \quad \min _{i} R_{i i} \geq \min _{i} L_{i i} \geq \sigma_{n} \tag{3.6}
\end{equation*}
$$

The first permutation $\Pi_{R}$ in pivoted-QLP is as important as in QRP. However, the main purpose of the second permutation $\Pi_{L}$ is to make sure the $L$-values present themselves monotonically decreasing, and is not always necessary. (If $\Pi_{R}=\Pi_{L}=I$, we call it simply the $Q L P$ decomposition.)

As a historical note, Golub and Van Loan [49, section 5.4.2], [50, sections 5.4-5.5] used QRP and then QR to obtain a pivoted QLP decomposition (with $\Pi_{L}=I$ ) without naming it so. As here, the context was minimum-length solution of singular least-squares problems.

### 3.2 MINRES-QLP

In this section, we develop MINRES-QLP for solving ill-conditioned or singular symmetric systems $A x \approx b$. The Lanczos framework is the same as in MINRES, but we allow the subproblem to be singular.

### 3.2.1 The MINRES-QLP Subproblem

When $A$ is singular, both $T_{k}$ and $\underline{T_{k}}$ in the Lanczos process could also be singular (rank $<k$ ). The subproblem that defines MINRES-QLP is therefore chosen to be

$$
\begin{equation*}
\min _{y}\|y\| \quad \text { s.t. } \quad y=\arg \min _{y \in \mathbb{R}^{k}}\left\|\underline{T_{k}} y-\beta_{1} e_{1}\right\| . \tag{3.7}
\end{equation*}
$$

The solution $y_{k}$ then defines $x_{k}=V_{k} y_{k} \in \mathcal{K}_{k}(A, b)$ as the $k$ th approximation to $x$. In the nonsingular case, $y_{k}$ and $x_{k}$ are the same as in MINRES.

As usual, $y_{k}$ is not actually computed because all elements change when $k$ increases.

### 3.2.2 Solving the Subproblem

Ideally, we would like to compute a pivoted QLP decomposition of each $\underline{T_{k}}$. However, for implementation reasons it must be without pivoting, to permit updating of the factors as $k$ increases. Perhaps because of the tridiagonal structure of $\underline{T_{k}}$ and the convergence properties of the underlying Lanczos process, our experience is that the desired rank-revealing properties are retained.

The unpivoted QLP decomposition is the MINRES QR factorization followed by an LQ factorization of the triangular factor:

$$
Q_{k} \underline{T_{k}}=\left[\begin{array}{c}
R_{k} \\
0
\end{array}\right], \quad R_{k} P_{k}=L_{k},
$$

where $R_{k}$ is upper tridiagonal and $L_{k}$ is lower tridiagonal. As in MINRES, $Q_{k}$ is a product of Householder reflectors, while $P_{k}$ involves a product of pairs of reflectors:

$$
Q_{k}=\cdots Q_{34} \quad Q_{23} \quad Q_{12}, \quad P_{k}=P_{12} \quad P_{13} P_{23} \quad P_{24} P_{34} \quad P_{35} P_{45} \cdots .
$$

Conceptually, the QR and LQ factorizations could proceed separately as in Figure 3.2 (upper part). However, to be efficient, in the $k$ th iteration of MINRES-QLP, the left reflector $Q_{k, k+1}$ and right reflectors $P_{k-2, k}, P_{k-1, k}$ are interleaved so that only the lower-right $3 \times 3$ submatrices of $\underline{T_{k}}$ are changed, as in Figure 3.2 (lower part).

The QLP decomposition allows subproblem (3.7) with $y=P_{k} u$ to be written equivalently as

$$
\min _{u}\|u\| \quad \text { s.t. } \quad u=\arg \min _{u \in \mathbb{R}^{k}}\left\|\left[\begin{array}{c}
L_{k}  \tag{3.8}\\
0
\end{array}\right] u-\left[\begin{array}{c}
t_{k} \\
\phi_{k}
\end{array}\right]\right\|,
$$

where $t_{k}$ and $\phi_{k}$ are as in (3.1). At iteration $k$, the first $k-3$ components of $u_{k}$ are already known. The remainder depend on the rank of $L_{k}$. In particular,

1. if $\operatorname{rank}\left(L_{k}\right)=k$, then we need to solve the bottom three equations of $L_{k} u_{k}=t_{k}$;


Figure 3.2 Upper: QLP with left reflectors and then right reflectors on $\underline{T_{5}}$. Lower: QLP with interleaving left and right reflectors on $\underline{T_{5}}$. This figure can be reproduced by QLPfig3.m.
2. if $\operatorname{rank}\left(L_{k}\right)=k-1$, then we only need to solve the bottom two equations of

$$
L_{k-1}^{(2)} u_{k-1}^{(2)}=t_{k-1}, \quad L_{k}=\left[\begin{array}{cc}
L_{k-1}^{(2)} & 0 \\
0 & 0
\end{array}\right], \quad u_{k}=\left[\begin{array}{c}
u_{k-1}^{(2)} \\
0
\end{array}\right]
$$

The corresponding solution estimate $x_{k}=V_{k} y_{k}=V_{k} P_{k} u_{k}$ suggests that we change from the orthonormal basis $V_{k}$ to another orthonormal basis $W_{k}=V_{k} P_{k}$ in $\mathcal{K}_{k}(A, b)$ and update $x_{k}$ by short-recurrence orthogonal steps:

$$
\begin{align*}
W_{k} & =\left[\begin{array}{ll}
W_{k-3} & W_{k}(:, J)
\end{array}\right], \quad J=k-2: k \\
x_{k} & =W_{k} u_{k}=W_{k-3} u_{k-3}^{(3)}+W_{k}(:, J) u_{k}(J) \\
& =x_{k-3}^{(2)}+\left(\mu_{k-2}^{(3)} w_{k-2}^{(4)}+\mu_{k-1}^{(2)} w_{k-1}^{(3)}+\mu_{k}^{(1)} w_{k}^{(2)}\right) \\
& =\underbrace{x_{k-3}^{(2)}+\mu_{k-2}^{(3)} w_{k-2}^{(4)}}_{x_{k-2}^{(2)}}+\mu_{k-1}^{(2)} w_{k-1}^{(3)}+\mu_{k}^{(1)} w_{k}^{(2)}, \tag{3.9}
\end{align*}
$$

where $w_{j}$ and $\mu_{j}$ refer to columns of $W_{k}$ and elements of $u_{k}$, the superscripts show how many times each quantity is updated, and $x_{k-2}^{(2)}$ is needed later (sections 3.2.4 and 3.3.5).


Figure 3.3 Upper left: Matrix ID 1177 from [108] ( $n=25$ ). Nonzero singular values of $A$ sorted in decreasing order. Upper middle and right: Each diagonal element $\gamma_{i}^{M}$ of $R_{k}$ from MINRES is plotted as a red circle above or below the nearest nonsingular value of $A$. The $\gamma_{i}^{M}$ 's approximate the extreme nonzero singular values of A particularly well. Lower: The diagonal elements of $L_{k}$ (red circles) from MINRES-QLP approximate the extreme nonzero singular values of $A$ even better than those of $R_{k}$ from MINRES. This figure illustrates equation (3.6). An immediate implication is that the ratio of the largest and smallest diagonals of $L_{k}$ provides a good estimate of the condition number $\kappa_{2}(A)$. To reproduce this figure, run testminresQLP27(2).

### 3.2.3 Further Details

Figure 3.3 illustrates the relation between the singular values of $A$ and the diagonal elements of $R_{k}(k=19)$ and $L_{k}(k=20)$. This is for matrix ID 1177 from [108] with $n=25$.

In MINRES, if $\beta_{k+1}=0$ then no further work is necessary since $s_{k}=0,\left\|r_{k}\right\|=\left\|r_{k-1}\right\| s_{k}=0$, and the algorithm stops. In MINRES-QLP, if $\beta_{k+1}=0$ it is still true that $\left\|r_{k}\right\|=0$ but we continue to apply reflectors on the right in order to obtain the minimum-length solution.

The following theorem follows from the proofs of Theorem 2.25 and Theorem 2.27 with only slight modification needed.

Theorem 3.1 (Pseudoinverse solution of MINRES-QLP). In MINRES-QLP, if $\beta_{i}>0$ for $i=1, \ldots, k$ but $\beta_{k+1}=0$, then $x_{k}$ is the pseudoinverse solution of $A x \approx b$.

We list the algorithm developed in the above discussion in Table 3.1. Software code of MINRES-QLP in Matlab is available as freeware implemented by the author [97]. A detailed derivation of MINRES-QLP is also given there.

MINRES-QLP requires only 1 more vector of storage compared to MINRES. As for flops, MINRES-QLP would need per iteration: 4 more saxpy's $(y \leftarrow \alpha x+y)$ and 3 more vector scalings $(x \leftarrow \alpha x)$ in comparison with MINRES. We compare MINRES-QLP with CG, SYMMLQ, and MINRES in Tables 3.2 and 3.3.

TABLE 3.1
Algorithm MINRES-QLP. The algorithm also computes $\phi_{k}=\left\|r_{k}\right\|, \psi_{k}=\left\|A r_{k}\right\|, \chi_{k}=\left\|x_{k}\right\|, \mathcal{A}=\|A\|$, $\kappa=\kappa(A)$, and $\omega=\left\|A x_{k}\right\|$. The superscript numbers in parentheses indicate how many times the variables have been changed in the program (assuming total number of iterations $k \geq 4$ ). A more memory-efficient implementation is demonstrated in minresQLPs.m.

$$
\begin{aligned}
& \text { MINRES-QLP }(A, b, \sigma, \text { maxit }) \rightarrow x, \phi, \psi, \chi, \mathcal{A}, \kappa, \omega \\
& \beta_{1}=\|b\|_{2}, \quad \beta_{1} v_{1}=b, \quad v_{-1}=v_{0}=0, \quad w_{0}=w_{-1}=0, \quad x_{-2}=x_{-1}=x_{0}=0 \\
& c_{01}=c_{02}=c_{03}=-1, \quad s_{01}=s_{02}=s_{03}=0, \quad \phi_{0}=\beta_{1}, \quad \tau_{0}=\omega_{0}=\chi_{-2}=\chi_{-1}=\chi_{0}=0 \\
& \delta_{1}^{(1)}=\gamma_{-1}=\gamma_{0}=\eta_{-1}=\eta_{0}=\eta_{1}=\vartheta_{-1}=\vartheta_{0}=\vartheta_{1}=\mu_{-1}=\mu_{0}=0, \quad \kappa=1, \quad k=1
\end{aligned}
$$

while no stopping condition is true
$\operatorname{LanczosStep}\left(A, v_{k}, v_{k-1}, \beta_{k}, \sigma\right) \rightarrow \alpha_{k}, \beta_{k+1}, v_{k+1}$
if $k=1, \quad \rho_{k}=\sqrt{\alpha_{k}^{2}+\beta_{k+1}^{2}} \quad$ else $\quad \rho_{k}=\sqrt{\alpha_{k}^{2}+\beta_{k}^{2}+\beta_{k+1}^{2}} \quad$ end
//last left orthogonalization on the middle two entries in $\underline{T_{k}} e_{k}$
$\delta_{k}^{(2)}=c_{k-1,1} \delta_{k}^{(1)}+s_{k-1,1} \alpha_{k}, \quad \gamma_{k}^{(1)}=s_{k-1,1} \delta_{k}^{(1)}-c_{k-1,1} \alpha_{k}$
//last left orthogonalization to produce the first two entries in $\underline{T_{k+1}} e_{k+1}$
$\epsilon_{k+1}^{(1)}=s_{k-1,1} \beta_{k+1}, \quad \delta_{k+1}^{(1)}=-c_{k-1,1} \beta_{k+1}$
//current left orthogonalization and first right orthogonalization
$\operatorname{SymOrtho}\left(\gamma_{k}^{(1)}, \beta_{k+1}\right) \rightarrow c_{k 1}, s_{k 1}, \gamma_{k}^{(2)}, \quad \operatorname{SymOrtho}\left(\gamma_{k-2}^{(5)}, \epsilon_{k}^{(1)}\right) \rightarrow c_{k 2}, s_{k 2}, \gamma_{k-2}^{(6)}$
$\delta_{k}^{(3)}=s_{k 2} \vartheta_{k-1}^{(1)}-c_{k 2} \delta_{k}^{(2)}, \quad \gamma_{k}^{(3)}=-c_{k 2} \gamma_{k}^{(2)}, \quad \eta_{k}^{(1)}=s_{k 2} \gamma_{k}^{(2)}$
$\vartheta_{k-1}^{(2)}=c_{k 2} \vartheta_{k-1}^{(1)}+s_{k 2} \delta_{k}^{(2)}$
//second right orthogonalization to zero out $\delta_{k}^{(3)}$
$\operatorname{SymOrtho}\left(\gamma_{k-1}^{(4)}, \delta_{k}^{(3)}\right) \rightarrow c_{k 3}, s_{k 3}, \gamma_{k-1}^{(5)}, \quad \vartheta_{k}^{(1)}=s_{k 3} \gamma_{k}^{(3)}, \quad \gamma_{k}^{(4)}=-c_{k 3} \gamma_{k}^{(3)}$
//update rhs, residual norms, matrix norms and condition no., $\left\|A x_{k}\right\|$
$\tau_{k}=c_{k 1} \phi_{k-1}, \quad \phi_{k}=s_{k 1} \phi_{k-1}, \quad \psi_{k-1}=\phi_{k-1} \sqrt{\left(\gamma_{k}^{(1)}\right)^{2}+\left(\delta_{k+1}^{(1)}\right)^{2}}$
if $k=1, \quad \gamma_{\text {min }}=\gamma_{1} \quad$ else $\quad \gamma_{\text {min }} \leftarrow \min \left\{\gamma_{\min }, \gamma_{k-2}^{(6)}, \gamma_{k-1}^{(5)},\left|\gamma_{k}^{(4)}\right|\right\} \quad$ end
$\mathcal{A}_{2}^{(k)}=\max \left\{\mathcal{A}_{2}^{(k-1)}, \rho_{k}, \gamma_{k-2}^{(6)}, \gamma_{k-1}^{(5)},\left|\gamma_{k}^{(4)}\right|\right\}, \quad \kappa \leftarrow \mathcal{A}_{2}^{(k)} / \gamma_{\text {min }}, \quad \omega_{k}=\sqrt{\omega_{k}^{2}+\tau_{k}^{2}}$
//update $w_{k}, x_{k}$ and solution norm
$w_{k}^{(1)}=-c_{k 2} v_{k}+s_{k 2} w_{k-2}^{(3)}, \quad w_{k-2}^{(4)}=s_{k 2} v_{k}+c_{k 2} w_{k-2}^{(3)}$
if $k>2$,

$$
\begin{aligned}
& w_{k}^{(2)}=s_{k 3} w_{k-1}^{(2)}-c_{k 3} w_{k}^{(1)}, \quad w_{k-1}^{(3)}=c_{k 3} w_{k-1}^{(2)}+s_{k 3} w_{k}^{(1)} \\
& \mu_{k-2}^{(3)}=\left(\tau_{k-2}-\mu_{k-3}^{(3)} \vartheta_{k-2}^{(1)}\right) / \gamma_{k-2}^{(6)}
\end{aligned}
$$

end
if $k>1, \quad \mu_{k-1}^{(2)}=\left(\tau_{k-1}-\eta_{k-1}^{(1)} \mu_{k-3}^{(3)}-\vartheta_{k-1}^{(2)} \mu_{k-2}^{(3)}\right) / \gamma_{k-1}^{(5)} \quad$ end
if $\gamma_{k}^{(2)} \neq 0, \quad \mu_{k}^{(1)}=\left(\tau_{k}-\eta_{k}^{(1)} \mu_{k-2}^{(3)}-\vartheta_{k}^{(1)} \mu_{k-1}^{(2)}\right) / \gamma_{k}^{(4)} \quad$ else $\quad \mu_{k}^{(1)}=0 \quad$ end
$x_{k-2}=x_{k-3}+\mu_{k-2}^{(3)} w_{k-2}^{(3)}, \quad \chi_{k-2}=\sqrt{\left(\chi_{k-3}\right)^{2}+\left(\mu_{k-2}^{(3)}\right)^{2}}$
$x_{k}=x_{k-2}+\mu_{k-1}^{(2)} w_{k-1}^{(3)}+\mu_{k}^{(1)} w_{k}^{(2)}, \quad \chi_{k}=\sqrt{\left(\chi_{k-2}\right)^{2}+\left(\mu_{k-1}^{(2)}\right)^{2}+\left(\mu_{k}^{(1)}\right)^{2}}$
$k \leftarrow k+1$
end
$x=x_{k}, \quad \phi=\phi_{k}, \quad \psi=\phi_{k} \sqrt{\left(\gamma_{k+1}^{(1)}\right)^{2}+\left(\delta_{k+2}^{(1)}\right)^{2}}, \quad \chi=\chi_{k}, \quad \mathcal{A}=\mathcal{A}_{2}^{(k)}, \quad \omega=\omega_{k}$

Table 3.2
Subproblem definitions of CG, SYMMLQ, MINRES, and MINRES-QLP.

| Method | Subproblem | Factorization | Estimate of $x_{k}$ |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { LanczosCG } \\ \text { or CG [57] } \end{gathered}$ | $T_{k} y_{k}=\beta_{1} e_{1}$ | Cholesky: $T_{k}=L_{k} D_{k} L_{k}^{T}$ | $\begin{aligned} x_{k} & =V_{k} y_{k} \\ & \in \mathcal{K}_{k}(A, b) \end{aligned}$ |
| SYMMLQ [81, 90] | $\begin{aligned} & y_{k+1}=\arg \min _{y \in \mathbb{R}^{k+1}} \\ & \left\{\\|y\\| \mid \underline{T_{k}^{T}} y=\beta_{1} e_{1}\right\} \end{aligned}$ | $\begin{aligned} & \text { LQ: } \\ & {\underline{T_{k}}}^{T} Q_{k}=\left[\begin{array}{ll} L_{k} & 0 \end{array}\right] \end{aligned}$ | $\begin{aligned} x_{k} & =V_{k+1} y_{k+1} \\ & \in \mathcal{K}_{k+1}(A, b) \end{aligned}$ |
| MINRES [81] | $y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\left\\|\underline{T_{k}} y-\beta_{1} e_{1}\right\\|$ | QR: $Q_{k} \underline{T_{k}}=\left[\begin{array}{c} R_{k} \\ 0 \end{array}\right]$ | $\begin{aligned} x_{k} & =V_{k} y_{k} \\ & \in \mathcal{K}_{k}(A, b) \end{aligned}$ |
| MINRES-QLP | $\begin{aligned} & y_{k}=\arg \min _{y \in \mathbb{R}^{k}}\\|y\\| \\ & \text { s.t. } y=\arg \min \left\\|\underline{T_{k}} y-\beta_{1} e_{1}\right\\| \end{aligned}$ | $\begin{aligned} & \text { QLP: } \\ & Q_{k} \underline{T_{k}} P_{k}=\left[\begin{array}{c} L_{k} \\ 0 \end{array}\right] \end{aligned}$ | $\begin{aligned} x_{k}= & V_{k} y_{k} \\ & \in \mathcal{K}_{k}(A, b) \end{aligned}$ |

Table 3.3
Bases and subproblem solutions in CG, SYMMLQ, MINRES, and MINRES-QLP.

| Method | New basis | $z_{k}$ | Estimate of $x_{k}$ |
| :--- | :--- | :--- | :--- |
| LanczosCG | $W_{k}:=V_{k} L_{k}^{-T}$ | $L_{k} D_{k} z_{k}=\beta_{1} e_{1}$ | $x_{k}=W_{k} z_{k}$ |
| CG | $W_{k}:=V_{k} L_{k}^{-T} \Phi_{k}$ <br> $\Phi_{k}:=\operatorname{diag}\left(\left\\|r_{1}\right\\|, \ldots,\left\\|r_{k}\right\\|\right)$ | $L_{k} D_{k} \Phi_{k} z_{k}=\beta_{1} e_{1}$ | $x_{k}=W_{k} z_{k}$ |
| SYMMLQ | $W_{k}:=V_{k+1} Q_{k}\left[\begin{array}{c}I_{k} \\ 0\end{array}\right]$ | $L_{k} z_{k}=\beta_{1} e_{1}$ | $x_{k}=W_{k} z_{k}$ |
| MINRES | $D_{k}:=V_{k} R_{k}^{-1}$ | $R_{k} z_{k}=\beta_{1}\left[\begin{array}{ll}I_{k} & 0\end{array}\right] Q_{k} e_{1}$ | $x_{k}=D_{k} z_{k}$ |
| MINRES-QLP | $W_{k}:=V_{k} P_{k}$ | $L_{k} u_{k}=\beta_{1}\left[\begin{array}{ll}I_{k} & 0\end{array}\right] Q_{k} e_{1}$ | $x_{k}=W_{k} z_{k}$ |



Figure 3.4 The behavior of MINRES and MINRES-QLP is almost identical on a well-conditioned linear system such as this one, where $\|A\|=\kappa(A)=O(10)$. This figure can be reproduced by testminresQLP27(1).

### 3.2.4 Transfer from MINRES to MINRES-QLP

The behavior of MINRES and MINRES-QLP is very similar on well-conditioned linear systems. For example, see Figure 3.4. However, MINRES is cheaper in terms of both memory and flops. Thus it would be a desirable feature to invoke MINRES-QLP from MINRES only if $A$ is illconditioned or if we have a least-squares problem at hand. The key idea is to transfer from MINRES to MINRES-QLP at an iteration where $T_{k}$ is not yet too ill-conditioned. At such a point, the MINRES and MINRES-QLP solution estimates are the same:

$$
x_{k}^{M}=x_{k} \quad \Longleftrightarrow \quad D_{k} t_{k}=W_{k} u_{k}=W_{k} L_{k}^{-1} t_{k}
$$

Therefore,

$$
\begin{equation*}
W_{k}=D_{k} L_{k} \tag{3.10}
\end{equation*}
$$

and the last three columns of $W_{k}$ can be obtained from the last three columns of $D_{k}$ and $L_{k}$. (Thus, we transfer the three MINRES basis vectors $d_{k-2}, d_{k-1}, d_{k}$ to $w_{k-2}, w_{k-1}, w_{k}$.) In addition, we need to generate $x_{k-2}^{(2)}$ using (3.9):

$$
\begin{equation*}
x_{k-2}^{(2)}=x_{k}^{M}-\mu_{k-1}^{(2)} w_{k-1}^{(3)}-\mu_{k}^{(1)} w_{k}^{(2)} . \tag{3.11}
\end{equation*}
$$

It is clear from (3.10) that we still need to do the right orthogonalizations $R_{k} P_{k}=L_{k}$ in the MINRES phase and keep the lower-right $3 \times 3$ submatrix of $L_{k}$ for each $k$ so that we are ready to transfer to MINRES-QLP when necessary. We then obtain a short recurrence for $\left\|x_{k}\right\|$ (see section 3.3.5) and thus save flops relative to the original MINRES algorithm, where $\left\|x_{k}\right\|$ is computed directly.

In the implementation, an input parameter trancond determines when the transfer from the MINRES iterates to the MINRES-QLP iterates should occur: when an estimate of the condition number of $T_{k}$ (see (3.20)) exceeds trancond. Thus, trancond $>1 / \varepsilon$ leads to MINRES iterates throughout, while trancond $=1$ generates MINRES-QLP iterates from the start.

### 3.3 Stopping Conditions and Norm Estimates

This section summarizes the stopping conditions and various estimates computed in MINRESQLP. Some of them are new and improved estimates relative to those presented in section 2.4. We derive a recurrence relation for $\left\|x_{k}\right\|$ whose cost is as cheap as computing the norm of a 3or 4 - vector. This feature is not available in MINRES.

MINRES-QLP uses the same three groups of stopping conditions as MINRES:

| Lanczos | Normwise relative backward errors (NRBE) | Regularization attempts |
| :--- | :--- | :--- |
| $\beta_{k+1} \leq n\\|A\\| \varepsilon$ | $\left\\|r_{k}\right\\|_{2} /\left(\\|A\\|\left\\|x_{k}\right\\|+\\|b\\|\right) \leq$ tol | $\kappa(A) \geq$ maxcond |
| $k=$ maxit | $\left\\|A r_{k}\right\\|_{2} /\left(\\|A\\|\left\\|r_{k}\right\\|\right) \leq$ tol | $\left\\|x_{k}\right\\|_{2} \geq$ maxxnorm |

where tol, maxit, maxcond, and maxxnorm are input parameters.

### 3.3.1 Residual and Residual Norm

The following proposition says that the intermediate $r_{k}$ 's in MINRES-QLP are not orthogonal to $\mathcal{K}_{k}(A, b)$; only if $\beta_{k+1}=0$, then $s_{k}=0$ and thus $r_{k}=-\phi_{k} v_{k+1}$ is finally orthogonal to $\mathcal{K}_{k}(A, b)$. Moreover, $\left\|r_{k}\right\|_{2}$ can be obtained without computing $r_{k}$.

Proposition 3.2 ( $r_{k}$ for MINRES-QLP and monotonicity of $\left\|r_{k}\right\|_{2}$ ).

$$
\begin{aligned}
r_{k} & =\left\{\begin{array}{ll}
s_{k}^{2} r_{k-1}-\phi_{k} c_{k} v_{k+1} & \text { if } \operatorname{rank}\left(L_{k}\right)=k \\
r_{k-1} & \text { if } \operatorname{rank}\left(L_{k}\right)=k-1
\end{array},\right. \\
\left\|r_{k}\right\|_{2} & = \begin{cases}\left\|r_{k-1}\right\|_{2} s_{k} & \text { if } \operatorname{rank}\left(L_{k}\right)=k \\
\left\|r_{k-1}\right\|_{2} & \text { if } \operatorname{rank}\left(L_{k}\right)=k-1\end{cases}
\end{aligned}
$$

It follows that $\left\|r_{k}\right\|_{2} \leq\left\|r_{k-1}\right\|_{2}$.
Proof. The residual in the $k$ th step is

$$
\begin{align*}
r_{k} & =b-A x_{k}=\beta_{1} v_{1}-A V_{k} y_{k}=\beta_{1} v_{1}-V_{k+1} \underline{T_{k}} y_{k}=V_{k+1}\left(\beta_{1} e_{1}-\underline{T_{k}} y_{k}\right) \\
& =V_{k+1} Q_{k}^{T}\left(\beta_{1} Q_{k} e_{1}-\left[\begin{array}{c}
R_{k} \\
0
\end{array}\right] P_{k} u_{k}\right) \text { where } y_{k}=P_{k} u_{k} \\
& =V_{k+1} Q_{k}^{T}\left(\left[\begin{array}{c}
t_{k} \\
\phi_{k}
\end{array}\right]-\left[\begin{array}{c}
L_{k} \\
0
\end{array}\right] u_{k}\right) \text { where } t_{k}=:\left[\begin{array}{c}
\tau_{1} \\
\tau_{2} \\
\vdots \\
\tau_{k}
\end{array}\right]=\beta_{1}\left[\begin{array}{c}
c_{1} \\
s_{1} c_{2} \\
\vdots \\
s_{1} s_{2} \cdots s_{k-1} c_{k}
\end{array}\right] \\
& =V_{k+1} Q_{k}^{T}\left(\left[\begin{array}{c}
t_{k} \\
\phi_{k}
\end{array}\right]-\left[\begin{array}{c}
L_{k} u_{k} \\
0
\end{array}\right]\right) . \tag{3.12}
\end{align*}
$$

Note that $\phi_{k}=\beta_{1} s_{1} s_{2} \cdots s_{k-1} s_{k} \geq 0$ since $\beta_{i}=\left\|v_{i}\right\|_{2} \geq 0$ and $s_{i}=\frac{\beta_{i+1}}{\sqrt{\left[\delta_{i}^{(1)}\right]^{2}+\beta_{i+1}^{2}}} \geq 0$.
Case 1 If $\operatorname{rank}\left(L_{k}\right)=k$, we can solve $L_{k} u_{k}=t_{k}$ and simplify (3.12):

$$
\begin{align*}
r_{k} & =\phi_{k} V_{k+1} Q_{k}^{T} e_{k+1}  \tag{3.13}\\
& =\phi_{k} V_{k+1}\left[\begin{array}{ll}
Q_{k-1}^{T} & \\
& 1
\end{array}\right] Q_{k, k+1} e_{k+1} \\
& =\phi_{k}\left[\begin{array}{ll}
V_{k} & v_{k+1}
\end{array}\right]\left[\begin{array}{lll}
Q_{k-1}^{T} & \\
& 1
\end{array}\right]\left[\begin{array}{lll}
I_{k-1} & & \\
& c_{k} & s_{k} \\
& s_{k} & -c_{k}
\end{array}\right]\left[\begin{array}{c}
0_{k-1} \\
0 \\
1
\end{array}\right] \\
& =\phi_{k}\left[\begin{array}{ll}
V_{k} & v_{k+1}
\end{array}\right]\left[\begin{array}{ll}
Q_{k-1}^{T} & \\
& 1
\end{array}\right]\left[\begin{array}{c}
s_{k} e_{k} \\
-c_{k}
\end{array}\right]=\phi_{k}\left[\begin{array}{ll}
V_{k} & v_{k+1}
\end{array}\right]\left[\begin{array}{c}
s_{k} Q_{k-1}^{T} e_{k} \\
-c_{k}
\end{array}\right]  \tag{3.14}\\
& =\phi_{k} s_{k} V_{k} Q_{k-1}^{T} e_{k}-\phi_{k} c_{k} v_{k+1}=\phi_{k-1} s_{k}^{2} V_{k} Q_{k-1}^{T} e_{k}-\phi_{k} c_{k} v_{k+1} \\
& =s_{k}^{2} r_{k-1}-\phi_{k} c_{k} v_{k+1} \text { by }(3.13) . \tag{3.15}
\end{align*}
$$

By (3.14), the recurrence relation for the $k$ th residual norm is

$$
\begin{aligned}
\left\|r_{k}\right\|_{2} & =\phi_{k}\left\|\left[\begin{array}{c}
s_{k} Q_{k-1}^{T} e_{k} \\
-c_{k}
\end{array}\right]\right\|_{2}=\phi_{k} \sqrt{\left\|s_{k} Q_{k-1}^{T} e_{k}\right\|_{2}^{2}+c_{k}^{2}}=\phi_{k} \sqrt{\left\|s_{k} e_{k}\right\|_{2}^{2}+c_{k}^{2}}=\phi_{k} \sqrt{s_{k}^{2}+c_{k}^{2}} \\
& =\phi_{k}=\phi_{k-1} s_{k}=\left\|r_{k-1}\right\|_{2} s_{k} .
\end{aligned}
$$

Case 2 If $\operatorname{rank}\left(L_{k}\right)=k-1$, then the last column and row of $L_{k}$ are zero. Thus $\left\|r_{k}\right\|_{2}=\left\|r_{k-1}\right\|_{2}$.

### 3.3.2 Norm of $A r_{k}$

Next we want to derive recurrence relations for $A r_{k}$ and its norm. The following proposition also shows that $A r_{k}$ is orthogonal to $\mathcal{K}_{k}(A, b)$.

Proposition 3.3 ( $A r_{k}$ for MINRES-QLP).

$$
\begin{aligned}
A r_{k} & =\left\{\begin{array}{ll}
\left\|r_{k}\right\|\left(\gamma_{k+1}^{(1)} v_{k+1}+\delta_{k+2}^{(1)} v_{k+2}\right) & \text { if } \operatorname{rank}\left(L_{k}\right)=k \\
A r_{k-1} & \text { if } \operatorname{rank}\left(L_{k}\right)=k-1
\end{array},\right. \\
\left\|A r_{k}\right\| & = \begin{cases}\left\|r_{k}\right\| \sqrt{\left[\gamma_{k+1}^{(1)}\right]^{2}+\left[\delta_{k+2}^{(1)}\right]^{2}} & \text { if } \operatorname{rank}\left(L_{k}\right)=k \\
\left\|A r_{k-1}\right\| & \text { if } \operatorname{rank}\left(L_{k}\right)=k-1\end{cases}
\end{aligned}
$$

Proof. Case 1 If $\operatorname{rank}\left(L_{k}\right)=k$, by (3.13),

$$
\begin{equation*}
A r_{k}=\phi_{k} A V_{k+1} Q_{k}^{T} e_{k+1}=\phi_{k} V_{k+2} \underline{T_{k+1}} Q_{k}^{T} e_{k+1} \tag{3.16}
\end{equation*}
$$

Using the recurrence relations

$$
\underline{T_{k+1}}=\left[\begin{array}{c}
T_{k+1} \\
\beta_{k+2} e_{k+1}^{T}
\end{array}\right]=\left[\begin{array}{cc}
T_{k} & \beta_{k+1} e_{k} \\
\beta_{k+1} e_{k}^{T} & \alpha_{k+1} \\
& \beta_{k+2}
\end{array}\right]
$$

we have

$$
\left.\begin{array}{rl}
Q_{k} \underline{T_{k+1}^{T}} & =Q_{k}\left[\begin{array}{ccc}
T_{k} & \beta_{k+1} e_{k} \\
\beta_{k+1} e_{k}^{T} & \alpha_{k+1} & \beta_{k+2} e_{k+1}
\end{array}\right] \\
& =\left[\begin{array}{c}
R_{k} \\
0
\end{array}\right] \quad \beta_{k+1} Q_{k} e_{k}+\alpha_{k+1} Q_{k} e_{k+1} \\
\beta_{k+2} Q_{k} e_{k+1} \tag{3.17}
\end{array}\right]
$$

since

$$
\begin{aligned}
& Q_{k} e_{k}=Q_{k, k+1} \cdots Q_{2,3} Q_{1,2} e_{k}=Q_{k, k+1} \cdots Q_{2,3} e_{k}=Q_{k, k+1} Q_{k-1, k} e_{k} \\
& =\left[\begin{array}{llll}
I_{k-1} & & \\
& c_{k} & s_{k} \\
& s_{k} & -c_{k}
\end{array}\right]\left[\begin{array}{llll}
I_{k-2} & & & \\
& c_{k-1} & s_{k-1} & \\
& s_{k-1} & -c_{k-1} & \\
& & & 1
\end{array}\right] e_{k} \\
& =\left[\begin{array}{ccc}
I_{k-1} & & \\
& c_{k} & s_{k} \\
& s_{k} & -c_{k}
\end{array}\right]\left[\begin{array}{c}
0_{k-2} \\
s_{k-1} \\
-c_{k-1} \\
0
\end{array}\right]=\left[\begin{array}{c}
0_{k-2} \\
s_{k-1} \\
-c_{k-1} c_{k} \\
-c_{k-1} s_{k}
\end{array}\right], \\
& Q_{k} e_{k+1}=Q_{k, k+1} \cdots Q_{2,3} Q_{1,2} e_{k+1}=Q_{k, k+1} \cdots Q_{2,3} e_{k+1}=Q_{k, k+1} e_{k+1}=\left[\begin{array}{c}
s_{k} e_{k} \\
-c_{k}
\end{array}\right] \text {. }
\end{aligned}
$$

Hence the last row of (3.17) gives

$$
\begin{aligned}
\underline{T_{k+1}} Q_{k}^{T} e_{k+1} & =\left[\begin{array}{c}
\left(-\beta_{k+1} c_{k-1} s_{k}-\alpha_{k+1} c_{k}\right) e_{k+1} \\
-\beta_{k+2} c_{k}
\end{array}\right]=\left[\begin{array}{c}
\left(\delta_{k+1}^{(1)} s_{k}-\alpha_{k+1} c_{k}\right) e_{k+1} \\
\delta_{k+2}^{(1)}
\end{array}\right] \text { by (2.22) } \\
& =\left[\begin{array}{c}
\gamma_{k+1}^{(1)} e_{k+1} \\
\delta_{k+2}^{(1)}
\end{array}\right] \text { by (2.22). }
\end{aligned}
$$

Therefore, (3.16) becomes

$$
A r_{k}=\phi_{k}\left(\gamma_{k+1}^{(1)} v_{k+1}+\delta_{k+2}^{(1)} v_{k+2}\right), \quad \psi_{k}:=\left\|A r_{k}\right\|_{2}=\left\|r_{k}\right\| \sqrt{\left(\gamma_{k+1}^{(1)}\right)^{2}+\left(\delta_{k+2}^{(1)}\right)^{2}} .
$$

Case 2 If $\operatorname{rank}\left(L_{k}\right)=k-1$, then $A r_{k}=A r_{k-1}$ and $\psi_{k}:=\left\|A r_{k}\right\|=\left\|A r_{k-1}\right\|$.

### 3.3.3 Matrix Norms

If $A$ is symmetric and nonsingular, then $\kappa_{2}(A)=\frac{\max \left|\lambda_{i}\right|}{\min \left|\lambda_{i}\right|}=\|A\|_{2}\left\|A^{-1}\right\|_{2}$. However, if $A$ is symmetric and singular, then $\kappa_{2}(A)=\frac{\max \left|\lambda_{i}\right|}{\min _{\lambda_{i} \neq 0}\left|\lambda_{i}\right|}=\|A\|_{2}\left\|A^{\dagger}\right\|_{2}$. In both cases, we say that $A$ is ill-conditioned if the smallest nonzero eigenvalue in magnitude is tiny relative to the largest eigenvalue in magnitude. Consequently, an ill-conditioned matrix has a large condition number and $\kappa_{2}(A) \gg\|A\|_{2}$. For a well-conditioned matrix such as diag $(1,3)$, we may have $\kappa_{2}(A)=\|A\|_{2}$.

As in MINRES and Lemma 2.32, the following is used to estimate $\|A\|_{2}$ in MINRES-QLP:

$$
\|A\|_{2} \geq \max \left\{\left\|\underline{T_{1}} e_{1}\right\|_{2}, \ldots,\left\|\underline{T_{k}} e_{k}\right\|_{2}\right\}, \quad \text { where } \quad\left\|\underline{T_{i}} e_{i}\right\|_{2}=\left\|\left[\begin{array}{c}
\beta_{i} \\
\alpha_{i} \\
\beta_{i+1}
\end{array}\right]\right\| .
$$



Figure 3.5 Estimating $\|A\|_{2}$ and $\|A\|_{F}$ using different methods in MINRES-QLP. These 12 test cases show that provides a good estimate of the order of matrix norms. This figure can be reproduced by testminresQLPNormA4.

If we define $\mathcal{A}_{2}^{(1)}:=\left\|\underline{T_{1}} e_{1}\right\|_{2}$, then

$$
\begin{equation*}
\mathcal{A}_{2}^{(k)}:=\max \left\{\mathcal{A}_{2}^{(k-1)},\left\|\underline{T_{k}} e_{k}\right\|_{2}\right\} \tag{3.18}
\end{equation*}
$$

is monotonically increasing and is thus an improving estimate for $\|A\|_{2}$ as $k$ increases. By the property of QLP decomposition in (3.6), we could easily extend (3.18) to

$$
\begin{equation*}
\mathcal{A}_{2}^{(k)}:=\max \left\{\mathcal{A}_{2}^{(k-1)},\left\|\underline{T_{k}} e_{k}\right\|_{2}, \gamma_{k-2}, \gamma_{k-1},\left|\gamma_{k}\right|\right\} \tag{3.19}
\end{equation*}
$$

Some other schemes inspired by Larsen [66, section A.6.1] and Higham [58] follow:

1. $\left\|T_{k}\right\|_{1} \geq\left\|T_{k}\right\|_{2}$
2. $\sqrt{\| \underline{T_{k}}}{ }^{T} \underline{T_{k}}\left\|_{1} \geq\right\| T_{k} \|_{2}$
3. $\left\|T_{j}\right\|_{2} \leq\left\|T_{k}\right\|_{2}$ for small $j=5,20$
4. Matlab function $\operatorname{NORMEST}(A)$, which is based on the power method

Figure 3.5 plots estimates of $\left\|T_{k}\right\|_{2}\left(\leq\|A\|_{2}\right.$ by Lemma 2.31) for 12 matrices from the Florida matrix collection [108], whose sizes $n$ vary from 25 to 3002 . In particular, scheme 3 above with $j=20$ gives significantly more accurate estimates than other schemes for the 12 matrices we tried. However, the choice of $j$ is not always clear and the scheme certainly adds to the cost of MINRES-QLP. Hence we propose incorporating it into MINRES-QLP (or other Lanzcos based iterative methods) only if very accurate $\|A\|_{2}$ is needed. Otherwise (3.19) uses quantities readily available from MINRES-QLP and gives us satisfactory estimates for the order of $\|A\|_{2}$.

### 3.3.4 Matrix Condition Numbers

We again apply the property of QLP decomposition in (3.6) to estimate $\kappa_{2}\left(T_{k}\right)$, which is a lower bound for $\kappa_{2}(A)$ :

$$
\begin{equation*}
\kappa_{2}(A) \geq \kappa_{2}\left(T_{k}\right) \approx \frac{\max _{k} \gamma_{k}}{\min _{k} \gamma_{k}} \tag{3.20}
\end{equation*}
$$

### 3.3.5 Solution Norms

Since $\left\|x_{k}\right\|=\left\|V_{k} P_{k} u_{k}\right\|=\left\|u_{k}\right\|$, we can estimate $\left\|x_{k}\right\|$ by computing $\chi_{k}:=\left\|u_{k}\right\|$. However, the last two components of $u_{k}$ change in $u_{k+1}$ (and a new component $\mu_{k+1}^{(1)}$ is added). We therefore maintain

$$
\xi=\left\|u_{k}(1: k-2)\right\| \quad=\left\|x_{k-2}^{(2)}\right\| \quad \text { cf. (3.9) }
$$

by updating its previous value and then using it according to

$$
\xi \leftarrow\left\|\left[\begin{array}{c}
\xi \\
\mu_{k-2}^{(3)}
\end{array}\right]\right\|, \quad \chi_{k}=\left\|x_{k}\right\|=\left\|\left[\begin{array}{c}
\xi \\
\mu_{k-1}^{(2)} \\
\mu_{k}^{(1)}
\end{array}\right]\right\| .
$$

Thus $\xi$ increases monotonically but we cannot guarantee that $\left\|x_{k}\right\|$ and its recurred estimate $\chi_{k}$ are increasing, and indeed they do not in some examples (e.g., see Figures 1.3 and 3.6).

The following example illustrates the regularizing effect of MINRES-QLP with the stopping condition $\chi_{k} \leq$ maxxnorm.

Example 5. For $k \geq 18$ in Figure 3.6, we observe the following numerical values:

$$
\begin{aligned}
& \chi_{18}=\left\|\left[\begin{array}{lll}
2.51 & 3.87 \times 10^{-11} & 1.38 \times 10^{2}
\end{array}\right]^{T}\right\|=1.38 \times 10^{2}, \\
& \chi_{19}=\left\|\left[\begin{array}{lll}
2.51 & -8.00 \times 10^{-10} & -1.52 \times 10^{2}
\end{array}\right]^{T}\right\|=1.52 \times 10^{2}, \\
& \chi_{20}=\left\|\left[\begin{array}{lll}
2.51 & 1.62 \times 10^{-10} & -1.62 \times 10^{6}
\end{array}\right]^{T}\right\|=1.62 \times 10^{6}>\text { maxxnorm }=10^{4} .
\end{aligned}
$$

Because the last value exceeds maxxnorm, MINRES-QLP regards the last diagonal element of $L_{k}$ as a singular value to be ignored (in the spirit of truncated SVD solutions). It discards the last component of $u_{20}$ and updates

$$
\chi_{20} \leftarrow\left\|\left[\begin{array}{lll}
2.51 & 1.62 \times 10^{-10} & 0
\end{array}\right]^{T}\right\|=2.51 .
$$

The full truncation strategy used in the implementation is justified by the fact that $x_{k}=W_{k} u_{k}$ with $W_{k}$ orthogonal. When $\left\|x_{k}\right\|$ becomes large, the last element of $u_{k}$ is treated as zero. If $\left\|x_{k}\right\|$ is still large, the second-to-last element of $u_{k}$ is treated as zero. If $\left\|x_{k}\right\|$ is still large, the third-to-last element of $u_{k}$ is treated as zero.

### 3.3.6 Projection of Right-hand Side onto Krylov Subspaces

In least-squares problems, sometimes projections of the right-hand side vector $b$ onto $\mathcal{K}_{k}(A, b)$ are required [91]. We can derive a simple recurrence relation for $\left\|A x_{k}\right\|$ :

$$
\left\|A x_{k}\right\|=\left\|A V_{k} y_{k}\right\|=\left\|V_{k+1} \underline{T_{k}} y_{k}\right\| \approx\left\|Q_{k} \underline{T_{k}} y_{k}\right\|=\left\|\underline{R_{k}} y_{k}\right\|=\left\|t_{k}\right\| .
$$



Figure 3.6 Recurred $\left\|r_{k}\right\|,\left\|A r_{k}\right\|$, and $\left\|x_{k}\right\|$ for MINRES and MINRES-QLP. The matrix A (ID 1177 from the Florida matrix collection) is positive semidefinite, and $b$ is randomly generated with $\|b\| \simeq 1.7$. Both solvers could have achieved essentially the TEVD solution of $A x \simeq b$ at iteration 11. However, the stringent tolerance tol $=10^{-14}$ on the recurred normwise relative backward errors (NRBE) $\phi_{k}$ and $\psi_{k}$ prevents them from stopping "in time". MINRES ends with an exploding solution, yet MINRES-QLP manages to bring the exploding solution back to the TEVD solution at iteration 20 -like a magical touchsee Example 5 for numerical details. Left: $\phi_{k}^{M}$ and $\phi_{k}^{Q}$ are recurred $\left\|r_{k}\right\|$ of MINRES and MINRES-QLP respectively, and their NRBE. Middle: $\psi_{k}^{M}$ and $\psi_{k}^{Q^{k}}$ are recurred $\left\|A r_{k}\right\|$ and and their NRBE. Right: $\left\|x_{k}^{M}\right\|$ are norms of solution estimates from MINRES and $\chi_{k}^{Q}=$ recurred $\left\|x_{k}\right\|$ from MINRES-QLP with maxxnorm $=10^{4}$. This figure can be reproduced by testminresQLP27(2).

Therefore,

$$
\omega_{k}:=\left\|A x_{k}\right\|_{2}=\left\|\left[\begin{array}{c}
\omega_{k-1}  \tag{3.21}\\
\tau_{k}
\end{array}\right]\right\|, \quad \omega_{0}=0 .
$$

### 3.4 Preconditioned MINRES and MINRES-QLP

It is often asked: How to construct a preconditioner for a linear system so that the same problem is solved with fewer iterations? Previous work on preconditioning the symmetric solvers CG, SYMMLQ, or MINRES includes [76, 40, 29, 34, 74, 86, 73, 51, 52, 6, 105].

We have the same question for singular symmetric equations $A x=b$, and for symmetric least-squares problems $A x \approx b$.

In all cases, two-sided preconditioning is generally needed in order to preserve symmetry. We can still solve compatible singular systems, but we will no longer obtain the minimum-length solution. For incompatible systems, preconditioning alters the "least squares" norm. In this case we must work with larger equivalent systems that are compatible.

We consider each case in turn, using a positive definite preconditioner $M=C C^{T}$ with MINRES and MINRES-QLP to solve symmetric compatible systems $A x=b$. Implicitly, we are solving equivalent symmetric systems $C^{-1} A C^{-T} y=C^{-1} b$, where $C^{T} x=y$. As usual, it is possible to arrange the algebra in terms of $M$ itself, so without loss of generality we can assume $C=M^{\frac{1}{2}}$, where $M=V D V^{T}$ (its eigensystem) and $M^{\frac{1}{2}}=V D^{\frac{1}{2}} V^{T}$.

As the preconditioned conjugate-gradient method is often abbreviated PCG, we denote the preconditioned MINRES algorithms as PMINRES and PMINRES-QLP respectively.

### 3.4.1 Derivation

Let $\widetilde{A}:=M^{-\frac{1}{2}} A M^{-\frac{1}{2}}$ and $\widetilde{b}:=M^{-\frac{1}{2}} b$. Given the linear system $A x=b$, we derive PMINRES by applying MINRES to the equivalent problem

$$
\begin{equation*}
\widetilde{A} \widetilde{x}=\widetilde{b}, \quad M^{\frac{1}{2}} x=\widetilde{x} \tag{3.22}
\end{equation*}
$$

## Preconditioned Lanczos Process

Let $\widetilde{v}_{k}$ denote the Lanczos vectors of $\mathcal{K}(\widetilde{A}, \widetilde{b})$. For notational convenience, we define $\widetilde{v}_{0}=0$, and as before, $\widetilde{\beta}_{1} \widetilde{v}_{1}=\widetilde{b}$. For $k=1,2, \ldots$ we define

$$
\begin{equation*}
z_{k}=\widetilde{\beta}_{k} M^{\frac{1}{2}} \widetilde{v}_{k}, \quad q_{k}=\widetilde{\beta}_{k} M^{-\frac{1}{2}} \widetilde{v}_{k}, \quad \text { so that } \quad M q_{k}=z_{k} . \tag{3.23}
\end{equation*}
$$

Then

$$
\widetilde{\beta}_{k}=\left\|\widetilde{\beta}_{k} \widetilde{v}_{k}\right\|=\left\|M^{-\frac{1}{2}} z_{k}\right\|=\left\|z_{k}\right\|_{M^{-1}}=\left\|q_{k}\right\|_{M}=\sqrt{q_{k}^{T} z_{k}},
$$

where the square root is well-defined because $M$ is positive definite, and the Lanczos iteration is

$$
\begin{aligned}
\widetilde{p}_{k} & =\widetilde{A} \widetilde{v}_{k}=M^{-\frac{1}{2}} A M^{-\frac{1}{2}} \widetilde{v}_{k}=\frac{1}{\widetilde{\beta}_{k}} M^{-\frac{1}{2}} A q_{k}, \\
\widetilde{\alpha}_{k} & =\widetilde{v}_{k}^{T} \widetilde{p}_{k}=\frac{1}{\widetilde{\beta}_{k}^{2}} q_{k}^{T} A q_{k}, \\
\widetilde{\beta}_{k+1} \widetilde{v}_{k+1} & =M^{-\frac{1}{2}} A M^{-\frac{1}{2}} \widetilde{v}_{k}-\widetilde{\alpha}_{k} \widetilde{v}_{k}-\widetilde{\beta}_{k} \widetilde{v}_{k-1} .
\end{aligned}
$$

Multiplying the last equation by $M^{\frac{1}{2}}$ we get

$$
\begin{align*}
z_{k+1} & =\widetilde{\beta}_{k+1} M^{\frac{1}{2}} \widetilde{v}_{k+1}=A M^{-\frac{1}{2}} \widetilde{v}_{k}-\widetilde{\alpha}_{k} M^{\frac{1}{2}} \widetilde{v}_{k}-\widetilde{\beta}_{k} M^{\frac{1}{2}} \widetilde{v}_{k-1} \\
& =\frac{1}{\widetilde{\beta}_{k}} A q_{k}-\frac{\widetilde{\alpha}_{k}}{\widetilde{\beta}_{k}} z_{k}-\frac{\widetilde{\beta}_{k}}{\widetilde{\beta}_{k-1}} z_{k-1} . \tag{3.24}
\end{align*}
$$

The last expression involving consecutive $z_{j}$ 's replaces the three-term recurrence in $\widetilde{v}_{j}$ 's. In addition, we need to solve a linear system $M q_{k}=z_{k}$ (3.23) in each iteration.

## PMINRES

Applying reflectors $\widetilde{Q}_{k}$ to $\widetilde{T_{k}}$ and $\widetilde{\beta}_{1} e_{1}$, we have

$$
\underline{\widetilde{R_{k}}}=\widetilde{Q}_{k} \underline{T_{k}}=\left[\begin{array}{cccc}
\widetilde{\gamma}_{1}^{(2)} & \widetilde{\delta}_{2}^{(2)} & \widetilde{\epsilon}_{3}^{(1)} &  \tag{3.25}\\
& \ddots & \ddots & \widetilde{\epsilon}_{k}^{(1)} \\
& & \ddots & \widetilde{\delta}_{k}^{(2)} \\
& & & \widetilde{\gamma}_{k}^{(2)} \\
& & & 0
\end{array}\right], \quad\left[\begin{array}{c}
\widetilde{t}_{k} \\
\widetilde{\phi}_{k}
\end{array}\right]=\widetilde{\beta}_{1} \widetilde{Q}_{k} e_{1}=\left[\begin{array}{c}
\widetilde{\tau}_{1} \\
\vdots \\
\vdots \\
\widetilde{\tau}_{k} \\
\widetilde{\phi}_{k}
\end{array}\right],
$$

which defines the subproblem $\min _{y \in \mathbb{R}^{k}}\left\|\widetilde{\widetilde{R}}_{k} y-\widetilde{t}_{k}\right\|$. Changing basis of the subproblem from $\widetilde{V}_{k}$ to $\widetilde{D}_{k}=\widetilde{V}_{k} \widetilde{R}_{k}^{-1}$, where the $k$ th column of $\widetilde{V}_{k}$ is $\widetilde{v}_{k}$ and $\widetilde{x}_{k}=\widetilde{D}_{k} \widetilde{t}_{k}$, we have the following recurrence for the $k$ th column of $\widetilde{D}_{k}$ and $\widetilde{x}_{k}$ :

$$
\widetilde{d}_{k}=\frac{1}{\widetilde{\gamma}_{k}^{(2)}}\left(\widetilde{v}_{k}-\widetilde{\delta}_{k}^{(2)} \widetilde{d}_{k-1}-\widetilde{\epsilon}_{k}^{(1)} \widetilde{d}_{k-2}\right), \quad \widetilde{x}_{k}=\widetilde{x}_{k-1}+\widetilde{\tau}_{k} \widetilde{d}_{k}
$$

Multiplying the above two equations by $M^{-\frac{1}{2}}$ on the left and defining $d_{k}=M^{-\frac{1}{2}} \widetilde{d}_{k}$, we can update the solution of our original problem by

$$
d_{k}=\frac{1}{\widetilde{\gamma}_{k}^{(2)}}\left(\frac{1}{\widetilde{\beta}_{k}} q_{k}-\widetilde{\delta}_{k}^{(2)} d_{k-1}-\widetilde{\epsilon}_{k}^{(1)} d_{k-2}\right), \quad x_{k}=M^{-\frac{1}{2}} \widetilde{x}_{k}=x_{k-1}+\widetilde{\tau}_{k} d_{k}
$$

We list the algorithm in Table 3.4.
Table 3.4
Algorithm PMINRES. Preconditioned MINRES.

$$
\begin{array}{|l}
\text { PMINRES }(A, b, M, \sigma, \text { maxit }) \rightarrow x, \widetilde{\phi}, \widetilde{\psi} \\
z_{0}=0, \quad z_{1}=b, \quad \text { Solve } M q_{1}=z_{1}, \quad \widetilde{\beta}_{1}=\sqrt{b^{T} q_{1}} \\
\widetilde{\delta}_{1}^{(1)}=0, \quad d_{0}=d_{-1}=x_{0}=0, \quad \widetilde{c}_{0}=-1, \quad \widetilde{s}_{0}=0, \quad k=1 \\
\text { while no stopping condition is true } \\
p_{k}=A q_{k}, \quad \widetilde{\alpha}_{k}=\frac{1}{\widetilde{\beta}_{k}^{2}} q_{k}^{T} p_{k}, \quad z_{k+1}=\frac{1}{\widehat{\beta}_{k}} p_{k}-\frac{\widetilde{\alpha}_{k}}{\widetilde{\beta}_{k}} z_{k}-\frac{\widetilde{\beta}_{k}}{\widetilde{\beta}_{k-1}} z_{k-1} \\
\quad \text { Solve } M q_{k+1}=z_{k+1}, \quad \widetilde{\beta}_{k+1}=\sqrt{q_{k+1}^{T} z_{k+1}} \\
\widetilde{\delta}_{k}^{(2)}=\widetilde{c}_{k-1} \widetilde{\delta}_{k}^{(1)}+\widetilde{s}_{k-1} \widetilde{\alpha}_{k}, \quad \widetilde{\gamma}_{k}^{(1)}=\widetilde{s}_{k-1} \widetilde{\delta}_{k}^{(1)}-\widetilde{c}_{k-1} \widetilde{\alpha}_{k}, \\
\widetilde{\epsilon}_{k+1}^{(1)}=\widetilde{s}_{k-1} \widetilde{\beta}_{k+1}, \quad \widetilde{\delta}_{k+1}^{(1)}=-\widetilde{c}_{k-1} \widetilde{\beta}_{k+1}, \quad \text { SymOrtho }\left(\widetilde{\gamma}_{k}^{(1)}, \widetilde{\beta}_{k+1}\right) \rightarrow \widetilde{c}_{k}, \widetilde{s}_{k}, \widetilde{\gamma}_{k}^{(2)} \\
\quad \widetilde{\tau}_{k}=\widetilde{c}_{k} \widetilde{\phi}_{k-1}, \quad \quad \widetilde{\phi}_{k}=\widetilde{s}_{k} \widetilde{\phi}_{k-1}, \quad \widetilde{\psi}_{k-1}=\widetilde{\phi}_{k-1} \sqrt{\left(\widetilde{\gamma}_{k}^{(1)}\right)^{2}+\left(\widetilde{\delta}_{k+1}^{(1)}\right)^{2}} \\
\text { if } \widetilde{\gamma}_{k}^{(2)} \neq 0, \\
\quad d_{k}=\frac{1}{\widetilde{\gamma}_{k}^{(2)}}\left(\frac{1}{\widehat{\beta}_{k}} q_{k}-\widetilde{\delta}_{k}^{(2)} d_{k-1}-\widetilde{\epsilon}_{k}^{(1)} d_{k-2}\right), \quad x_{k}=x_{k-1}+\widetilde{\tau}_{k} d_{k} \\
\text { end } \\
\quad k \leftarrow k+1 \\
\text { end } \\
x=x_{k}, \quad \widetilde{\phi}=\widetilde{\phi}_{k}, \quad \widetilde{\psi_{k}}=\widetilde{\phi}_{k} \sqrt{\left(\widetilde{\gamma}_{k+1}^{(1)}\right)^{2}+\left(\widetilde{\delta}_{k+2}^{(1)}\right)^{2}} \\
\hline
\end{array}
$$

## PMINRES-QLP

PMINRES-QLP can be derived very similarly. See Table 3.5. The additional work is to apply right reflectors $\widetilde{P}_{k}$ to $\widetilde{R}_{k}$, and the new subproblem bases are $\widetilde{W}_{k}:=\widetilde{V}_{k} \widetilde{P}_{k}$, with $\widetilde{x}_{k}=\widetilde{W}_{k} \widetilde{u}_{k}$. Multiplying the new basis and solution estimate by $M^{-\frac{1}{2}}$ on the left, we obtain

$$
\begin{align*}
W_{k} & :=M^{-\frac{1}{2}} \widetilde{W}_{k}=M^{-\frac{1}{2}} \widetilde{V}_{k} \widetilde{P}_{k},  \tag{3.26}\\
x_{k} & =M^{-\frac{1}{2}} \widetilde{x}_{k}=M^{-\frac{1}{2}} \widetilde{W}_{k} \widetilde{u}_{k}=W_{k} \widetilde{u}_{k}=x_{k-2}^{(2)}+\widetilde{\mu}_{k-1}^{(2)} w_{k-1}^{(3)}+\widetilde{\mu}_{k}^{(1)} w_{k}^{(2)} . \tag{3.27}
\end{align*}
$$

Table 3.5
Algorithm PMINRES-QLP. Preconditioned MINRES-QLP.
PMINRES-QLP $(A, b, M, \sigma$, maxit $) \rightarrow x, \widetilde{\phi}, \widetilde{\psi}, \widetilde{\chi}, \widetilde{\mathcal{A}}, \widetilde{\kappa}, \widetilde{\omega}$
$z_{0}=0, \quad z_{1}=b, \quad$ Solve $M q_{1}=z_{1}, \quad \widetilde{\beta}_{1}=\sqrt{b^{T} q_{1}}$
$w_{0}=w_{-1}=0, \quad x_{-2}=x_{-1}=x_{0}=0$
$\widetilde{c}_{01}=\widetilde{c}_{02}=\widetilde{c}_{03}=-1, \quad \widetilde{s}_{01}=\widetilde{s}_{02}=\widetilde{s}_{03}=0, \quad \widetilde{\phi}_{0}=\widetilde{\beta}_{1}, \quad \widetilde{\tau}_{0}=\widetilde{\omega}_{0}=\widetilde{\chi}_{-2}=\widetilde{\chi}_{-1}=\widetilde{\chi}_{0}=0$
$\widetilde{\delta}_{1}^{(1)}=\widetilde{\gamma}_{-1}=\widetilde{\gamma}_{0}=\widetilde{\eta}_{-1}=\widetilde{\eta}_{0}=\widetilde{\eta}_{1}=\widetilde{\vartheta}_{-1}=\widetilde{\vartheta}_{0}=\widetilde{\vartheta}_{1}=\widetilde{\mu}_{-1}=\widetilde{\mu}_{0}=0, \quad \widetilde{\kappa}=1, \quad k=1$
while no stopping condition is true
//preconditioned Lanczos Step
$p_{k}=A q_{k}, \quad \widetilde{\alpha}_{k}=\frac{1}{\beta_{k}} q_{k}^{T} p_{k}, \quad z_{k+1}=\frac{1}{\beta_{k}} p_{k}-\frac{\widetilde{\alpha}_{k}}{\widehat{\beta}_{k}} z_{k}-\frac{\widetilde{\beta}_{k}}{\widehat{\beta}_{k-1}} z_{k-1}$
Solve $M q_{k+1}=z_{k+1}, \quad \widetilde{\beta}_{k+1}=\sqrt{q_{k+1}^{T} z_{k+1}}$
if $k=1, \quad \widetilde{\rho}_{k}=\sqrt{\widetilde{\alpha}_{k}^{2}+\widetilde{\beta}_{k+1}^{2}} \quad$ else $\quad \widetilde{\rho}_{k}=\sqrt{\widetilde{\alpha}_{k}^{2}+\widetilde{\beta}_{k}^{2}+\widetilde{\beta}_{k+1}^{2}} \quad$ end
//last left orthogonalization on the middle two entries in $\underline{T}_{k} e_{k}$
$\widetilde{\delta}_{k}^{(2)}=\widetilde{c}_{k-1,1} \widetilde{\delta}_{k}^{(1)}+\widetilde{s}_{k-1,1} \widetilde{\alpha}_{k}, \quad \widetilde{\gamma}_{k}^{(1)}=\widetilde{s}_{k-1,1} \widetilde{\delta}_{k}^{(1)}-\widetilde{c}_{k-1,1} \widetilde{\alpha}_{k}$
//last left orthogonalization to produce the first two entries in $\underline{T_{k+1}} e_{k+1}$ $\widetilde{\epsilon}_{k+1}^{(1)}=\widetilde{s}_{k-1,1} \widetilde{\beta}_{k+1}, \quad \widetilde{\delta}_{k+1}^{(1)}=-\widetilde{c}_{k-1,1} \widetilde{\beta}_{k+1}$
//current left orthogonalization and first right orthogonalization
SymOrtho $\left(\widetilde{\gamma}_{k}^{(1)}, \widetilde{\beta}_{k+1}\right) \rightarrow \widetilde{c}_{k 1}, \widetilde{s}_{k 1}, \widetilde{\gamma}_{k}^{(2)}, \quad \operatorname{SymOrtho}\left(\widetilde{\gamma}_{k-2}^{(5)}, \widetilde{\epsilon}_{k}^{(1)}\right) \rightarrow \widetilde{c}_{k 2}, \widetilde{s}_{k 2}, \widetilde{\gamma}_{k-2}^{(6)}$
$\widetilde{\delta}_{k}^{(3)}=\widetilde{s}_{k 2} \widetilde{\vartheta}_{k-1}^{(1)}-\widetilde{c}_{k 2} \widetilde{\delta}_{k}^{(2)}, \quad \widetilde{\gamma}_{k}^{(3)}=-\widetilde{c}_{k 2} \widetilde{\gamma}_{k}^{(2)}, \quad \widetilde{\eta}_{k}^{(1)}=\widetilde{s}_{k 2} \widetilde{\gamma}_{k}^{(2)}$
$\widetilde{\vartheta}_{k-1}^{(2)}=\widetilde{c}_{k 2} \widetilde{\vartheta}_{k-1}^{(1)}+\widetilde{s}_{k 2} \widetilde{\delta}_{k}^{(2)}$
//second right orthogonalization to zero out $\widetilde{\delta}_{k}^{(3)}$
$\operatorname{SymOrtho}\left(\widetilde{\gamma}_{k-1}^{(4)}, \widetilde{\delta}_{k}^{(3)}\right) \rightarrow \widetilde{c}_{k 3}, \widetilde{s}_{k 3}, \widetilde{\gamma}_{k-1}^{(5)}, \quad \widetilde{\vartheta}_{k}^{(1)}=\widetilde{s}_{k 3} \widetilde{\gamma}_{k}^{(3)}, \quad \widetilde{\gamma}_{k}^{(4)}=-\widetilde{c}_{k 3} \widetilde{\gamma}_{k}^{(3)}$
//update rhs, residual norms, matrix norms and condition no., $\left\|A x_{k}\right\|$
$\widetilde{\tau}_{k}=\widetilde{c}_{k 1} \widetilde{\phi}_{k-1}, \quad \widetilde{\phi}_{k}=\widetilde{s}_{k 1} \widetilde{\phi}_{k-1}, \quad \widetilde{\psi}_{k-1}=\widetilde{\phi}_{k-1} \sqrt{\left(\widetilde{\gamma}_{k}^{(1)}\right)^{2}+\left(\widetilde{\delta}_{k+1}^{(1)}\right)^{2}}$
if $k=1, \quad \widetilde{\gamma}_{\text {min }}=\widetilde{\gamma}_{1} \quad$ else $\quad \widetilde{\gamma}_{\text {min }} \leftarrow \min \left\{\widetilde{\gamma}_{\text {min }}, \widetilde{\gamma}_{k-2}^{(6)}, \widetilde{\gamma}_{k-1}^{(5)},\left|\widetilde{\gamma}_{k}^{(4)}\right|\right\} \quad$ end $\widetilde{\mathcal{A}}_{2}^{(k)}=\max \left\{\widetilde{\mathcal{A}}_{2}^{(k-1)}, \widetilde{\rho}_{k}, \widetilde{\gamma}_{k-2}^{(6)}, \widetilde{\gamma}_{k-1}^{(5)},\left|\widetilde{\gamma}_{k}^{(4)}\right|\right\}, \quad \widetilde{\kappa} \leftarrow \widetilde{\mathcal{A}}_{2}^{(k)} / \widetilde{\gamma}_{\text {min }}, \quad \widetilde{\omega}_{k}=\sqrt{\widetilde{\omega}_{k}^{2}+\widetilde{\tau}_{k}^{2}}$
//update $w_{k}, x_{k}$ and solution norm
$w_{k}^{(1)}=-\left(\widetilde{c}_{k 2} / \widetilde{\beta}_{k}\right) q_{k}+\widetilde{s}_{k 2} w_{k-2}^{(3)}, \quad w_{k-2}^{(4)}=\left(\widetilde{s}_{k 2} / \widetilde{\beta}_{k}\right) q_{k}+\widetilde{c}_{k 2} w_{k-2}^{(3)}$
if $k>2$,

$$
\begin{aligned}
& w_{k}^{(2)}=\widetilde{s}_{k 3} w_{k-1}^{(2)}-\widetilde{c}_{k 3} w_{k}^{(1)}, \quad w_{k-1}^{(3)}=\widetilde{c}_{k 3} w_{k-1}^{(2)}+\widetilde{s}_{k 3} w_{k}^{(1)} \\
& \widetilde{\mu}_{k-2}^{(3)}=\left(\widetilde{\tau}_{k-2}-\widetilde{\mu}_{k-3}^{(3)} \widetilde{\vartheta}_{k-2}^{(1)}\right) / \widetilde{\gamma}_{k-2}^{(6)}
\end{aligned}
$$

end
if $k>1, \quad \widetilde{\mu}_{k-1}^{(2)}=\left(\widetilde{\tau}_{k-1}-\widetilde{\eta}_{k-1} \widetilde{\mu}_{k-3}^{(3)}-\widetilde{\vartheta}_{k-1}^{(2)} \widetilde{\mu}_{k-2}^{(3)}\right) / \widetilde{\gamma}_{k-1}^{(5)} \quad$ end
if $\widetilde{\gamma}_{k}^{(2)} \neq 0, \quad \widetilde{\mu}_{k}^{(1)}=\left(\widetilde{\tau}_{k}-\widetilde{\eta}_{k}^{(1)} \widetilde{\mu}_{k-2}^{(3)}-\widetilde{\vartheta}_{k}^{(1)} \widetilde{\mu}_{k-1}^{(2)}\right) \widetilde{\gamma}_{k}^{(4)} \quad$ else $\quad \widetilde{\mu}_{k}^{(1)}=0 \quad$ end
$x_{k-2}=x_{k-3}+\widetilde{\mu}_{k-2}^{(3)} w_{k-2}^{(3)}, \quad \widetilde{\chi}_{k-2}=\sqrt{\left(\widetilde{\chi}_{k-3}\right)^{2}+\left(\widetilde{\mu}_{k-2}^{(3)}\right)^{2}}$
$x_{k}=x_{k-2}+\widetilde{\mu}_{k-1}^{(2)} w_{k-1}^{(3)}+\widetilde{\mu}_{k}^{(1)} w_{k}^{(2)}, \quad \widetilde{\chi}_{k}=\sqrt{\left(\widetilde{\chi}_{k-2}\right)^{2}+\left(\widetilde{\mu}_{k-1}^{(2)}\right)^{2}+\left(\widetilde{\mu}_{k}^{(1)}\right)^{2}}$
$k \leftarrow k+1$
end
$x=x_{k}, \quad \widetilde{\phi}=\widetilde{\phi}_{k}, \quad \widetilde{\psi}=\widetilde{\phi}_{k} \sqrt{\left(\widetilde{\gamma}_{k+1}^{(1)}\right)^{2}+\left(\widetilde{\delta}_{k+2}^{(1)}\right)^{2}}, \quad \widetilde{\chi}=\widetilde{\chi}_{k}, \quad \widetilde{\mathcal{A}}=\widetilde{\mathcal{A}}_{2}^{(k)}, \quad \widetilde{\omega}=\widetilde{\omega}_{k}$

To summarize, if $A$ and $C$ are nonsingular and the eigenvalues of $C^{-1} A C^{-T}$ are more clustered than those of $A$, and if systems $M q=b$ with $M=C C^{T}$ are easy to solve, then we could expect preconditioned CG-type methods to converge to $x^{\dagger}$ more efficiently than without preconditioning.

The requirement of positive-definite preconditioners $M$ in PMINRES and PMINRES-QLP may seem unnatural for a problem with indefinite $A$ since we cannot achieve $M^{-\frac{1}{2}} A M^{-\frac{1}{2}} \approx I$. However, as shown in [40], we can achieve $M^{-\frac{1}{2}} A M^{-\frac{1}{2}} \approx\left[\begin{array}{ll}I^{I} & \\ { }_{-}\end{array}\right]$using an approximate block$\mathrm{LDL}^{\mathrm{T}}$ factorization $A \approx L D L^{T}$ to get $M=L|D| L^{T}$, where $D$ is indefinite with blocks of order 1 and 2 , and $|D|$ has the same eigensystem as $D$ except negative eigenvalues are changed in sign.

Otherwise, SQMR [38] could work directly with an indefinite preconditioner (such as $L D L^{T}$ ).

### 3.4.2 Preconditioning Singular $A x=b$

For singular compatible systems $A x=b$, MINRES-QLP finds the minimum-length solution (see Theorem 3.1). If $M$ is nonsingular, the preconditioned system $\widetilde{A} \widetilde{x}=\widetilde{b}(3.22)$ is also compatible with minimum-length solution $\widetilde{x}$. The unpreconditioned solution $x=M^{-\frac{1}{2}} \widetilde{x}$ is a solution to $A x=b$, but is not necessarily a minimum-length solution.

## Example 6.

1. If $A=\left[\begin{array}{lll}2 & & \\ & 1 & \\ & & 0\end{array}\right], b=\left[\begin{array}{l}2 \\ 1 \\ 0\end{array}\right], M=\left[\begin{array}{ccc}1 & & \\ & \sqrt{2} & \\ & & 1\end{array}\right]$, then $C G$ on $A x=b$ converges in 2 iterations to $x^{\dagger}=\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right]$. But $M A M=\left[\begin{array}{ll}2 & \\ & 2 \\ & \\ & 0\end{array}\right]$ and $C G$ converges in 1 iteration to $y=(M A M)^{\dagger} M b=$ $\left[\begin{array}{c}1 \\ \frac{1}{\sqrt{2}} \\ 0\end{array}\right]$. Then $z=M y=\left[\begin{array}{ccc}1 & & \\ & \sqrt{2} & \\ & & 1\end{array}\right]\left[\begin{array}{c}1 \\ \frac{1}{\sqrt{2}} \\ 0\end{array}\right]=\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right]=x^{\dagger}$.
 The matrix $A$ is of rank 2 and $A x=b$ is a compatible system. The minimum-length solution is $x^{\dagger}=\left[\begin{array}{llll}0.79657 & 1.0375 & 1.2740 & 0.34481\end{array}\right]^{T}$. By binormalization (see section 3.5.2), we construct the diagonal matrix $D=\operatorname{diag}(1.05900 .618990 .520001 .6378)$. The minimum-length solution of the diagonally preconditioned problem $D A D y=D b$ is $y^{\dagger}=\left[\begin{array}{ll}1.24521 .2851 & 1.2834 \\ 1.2872\end{array}\right]^{T}$. It follows that $x=D y^{\dagger}=\left[\begin{array}{lll}1.3187 & 0.795430 .66738 & 2.1081\end{array}\right]^{T}$ is a solution of $A x=b$ but $x \neq x^{\dagger}$.

### 3.4.3 Preconditioning Singular $A x \approx b$

We propose the following techniques for obtaining minimum-residual, but not necessarily minimumlength, solutions of singular incompatible problems. We assume $A=A^{T}$ throughout this section.

## Augmented system

When $A$ is singular, the augmented system $\left[\begin{array}{cc}I_{A} & A \\ \hline\end{array}\right]\left[\begin{array}{l}r \\ x\end{array}\right]=\left[\begin{array}{l}b \\ 0\end{array}\right]$ is also singular. However, the system is always compatible, and thus preconditioning always gives us a solution $\left[\begin{array}{l}r \\ x\end{array}\right]$. Note that $x$ is not necessarily the minimum-length solution $x^{\dagger}$ for the original problem min $\|A x-b\|$, meaning $x=x^{\dagger}+x_{\mathcal{N}}$ for some possibly nonzero $x_{\mathcal{N}} \in \mathcal{N}(A)$, but $r=b-A x=b-A x^{\dagger}$ is unique.

## A Giant KKT System

The minimum-length least-squares problem $\min \|x\|_{2}^{2}$ subject to min $\|A x-b\|_{2}^{2}$ is equivalent to $\min \left[\begin{array}{l}r \\ x\end{array}\right]^{T}\left[\begin{array}{ll}0 & 0 \\ 0 & I\end{array}\right]\left[\begin{array}{l}r \\ x\end{array}\right]$ subject to $\left[\begin{array}{cc}I & A \\ A & 0\end{array}\right]\left[\begin{array}{l}r \\ x\end{array}\right]=\left[\begin{array}{l}b \\ 0\end{array}\right]$, which is an equality-contrained quadratic program.

The corresponding KKT (Karush-Kuhn-Tucker) system [75, section 16.1] is both symmetric and compatible:

$$
\left[\begin{array}{cccc} 
& & I & A  \tag{3.28}\\
& \pm I & A & \\
I & A & & \\
A & & &
\end{array}\right]\left[\begin{array}{l}
r \\
x \\
y \\
z
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
b \\
0
\end{array}\right] .
$$

Although this is still a singular system, the upper-left $3 \times 3$ block-submatrix is nonsingular and therefore $\left[\begin{array}{l}r \\ x \\ y\end{array}\right]$ is unique and a preconditioner applied to the KKT system would give $x$ as the minimum-length solution of our original problem.

## Regularization

When the numerical rank of a given matrix is ill-determined, such as with ill-conditioned weighted least-squares problems $\min _{x}\left\|D^{\frac{1}{2}} A x-b\right\|$ with $D$ diagonal positive definite but ill-conditioned [14], we may want to regularize the problem [30,54]. The regularized least-squares problem is really different from the original problem; it minimizes min $\|A x-b\|_{2}^{2}+\|\delta x\|_{2}^{2}$ :

$$
\min \left\|\left[\begin{array}{c}
A  \tag{3.29}\\
\delta I
\end{array}\right] x-\left[\begin{array}{l}
b \\
0
\end{array}\right]\right\|_{2}^{2},
$$

where $\delta>0$ is a small parameter. The matrix $\left[\begin{array}{c}A \\ \delta I\end{array}\right]$ is of full-rank and always better conditioned.
Alternatively, we could transform (3.29) into the following symmetric and compatible systems before applying preconditioning techniques:

## Normal equation:

$$
\begin{equation*}
\left(A^{T} A+\delta^{2} I\right) x=A^{T} b . \tag{3.30}
\end{equation*}
$$

## Augmented system:

$$
\left[\begin{array}{cc}
I & A  \tag{3.31}\\
A^{T} & -\delta^{2} I
\end{array}\right]\left[\begin{array}{l}
r \\
x
\end{array}\right]=\left[\begin{array}{l}
b \\
0
\end{array}\right] .
$$

A two-layered problem: If we eliminate $v$ from $\left[\begin{array}{cc}A^{I} & A^{T} A \\ A^{T} A \\ -\delta^{2} A^{T} A\end{array}\right]\left[\begin{array}{c}x \\ v\end{array}\right]=\left[\begin{array}{c}0 \\ A^{T} b\end{array}\right]$, we obtain (3.30). Thus $x$ from the solution of the following system (with $A=A^{T}$ ) is also a solution of our regularized problem (3.29):

$$
\left[\begin{array}{cc}
I & A^{2}  \tag{3.32}\\
A^{2} & -\delta^{2} A^{2}
\end{array}\right]\left[\begin{array}{l}
x \\
v
\end{array}\right]=\left[\begin{array}{c}
0 \\
A b
\end{array}\right] .
$$

This is equivalent to the two-layered formulation (4.3) in Bobrovnikova and Vavasis [14] (with $A_{1}=A, A_{2}=D_{1}=D_{2}=I, b_{1}=b, b_{2}=0, \delta_{1}=1, \delta_{2}=\delta^{2}$ ). A key property is that $x \rightarrow x^{\dagger}$ as $\delta \rightarrow 0$.

A KKT-like system: If we define $y=-A v$ and $r=b-A x-\delta^{2} y$, then we can show (by
eliminating $r$ and $y$ from the following system) that $x$ from the solution of

$$
\left[\begin{array}{cccc} 
& & I & A  \tag{3.33}\\
& -I & A^{T} & \\
I & A & \delta^{2} I & \\
A^{T} & & &
\end{array}\right]\left[\begin{array}{l}
r \\
x \\
y \\
v
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
b \\
0
\end{array}\right]
$$

is also a solution of (3.32) and thus of (3.29). The upper-left $3 \times 3$ block-submatrix of (3.33) is nonsingular, and the correct limiting behavior occurs: $x \rightarrow x^{\dagger}$ as $\delta \rightarrow 0$. In fact, (3.33) reduces to (3.28).

### 3.5 General Preconditioners

Construction of preconditioners is very problem-dependent. If we do not know in advance much about the structure of matrix $A$, then we could only consider general methods such as diagonal preconditioning and incomplete Cholesky factorization. These methods require access to the nonzero elements of $A_{i j}$. (They are not applicable if $A$ exists only as an operator for returning the product $A x$.)

For a comprehensive survey of preconditioning techniques, see Benzi [8].

### 3.5.1 Diagonal Preconditioning

If $A$ has entries that are very large and different in magnitude, we can perform diagonal preconditioning to make the matrix better conditioned. Further, if $A$ is diagonally dominant and nonsingular, we can define $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$, where

$$
\begin{equation*}
d_{j}=1 / \sqrt{\left|a_{j j}\right|}, \quad j=1, \ldots, n \tag{3.34}
\end{equation*}
$$

Instead of solving $A x=b$, we solve $D A D y=D b$, where $D A D$ is still diagonally dominant and nonsingular with all entries $\leq 1$ in magnitude, and $x=D y$.

More generally, if $A$ is not diagonally dominant and possibly singular, we can safeguard division-by-zero errors by defining

$$
\begin{equation*}
d_{j}(\delta)=1 / \max \left\{\delta, \sqrt{\left|a_{j j}\right|}, \max _{i \neq j}\left|a_{i, j}\right|\right\}, \quad j=1, \ldots, n \tag{3.35}
\end{equation*}
$$

for some parameter $\delta>0$.

## Example 7.

1. If $A=\left[\begin{array}{ccc}-1 & 10^{-8} & \\ 10^{-8} & 1 & 10^{4} \\ & 10^{4} & 0\end{array}\right]$, then $\kappa_{2}(A) \approx 10^{4}$. Let $\delta=1, D=\operatorname{diag}\left(1,10^{-2}, 10^{-2}, 1\right)$ in (3.35).

Then $D A D=\left[\begin{array}{cccc}-1 & 10^{-10} & \\ 10^{-10} & 10^{-4} & 1 \\ & & 1 & 0 \\ & & & 0\end{array}\right]$ and $\kappa_{2}(D A D) \approx 1$.
2. $A=\left[\begin{array}{cccc}10^{-4} & 10^{-8} & & \\ 10^{-8} & 10^{-4} & 10^{-8} \\ & 10^{-8} & 0 & \\ & & & 0\end{array}\right]$ contains mostly very small entries, and $\kappa_{2}(A) \approx 10^{10}$. Let $\delta=10^{-8}$
and $D=\operatorname{diag}\left(10^{2}, 10^{2}, 10^{8}, 10^{8}\right)$. Then $D A D=\left[\begin{array}{ccc}1 & 10^{-4} & \\ 10^{-4} & 1 & 10^{2} \\ & 10^{2} & 0 \\ & & 0\end{array}\right]$ and $\kappa_{2}(D A D) \approx 10^{2}$. (The choice of $\delta$ makes a critical difference in this case: with $\delta=1$, we have $D=I$.)

### 3.5.2 Binormalization (BIN)

Livne and Golub [70] scale a symmetric matrix by a series of $k$ diagonal matrices on both sides until all rows and columns of the scaled matrix have unit 2-norm:

$$
\begin{equation*}
D A D=D_{k} \cdots D_{1} A D_{1} \cdots D_{k} \tag{3.36}
\end{equation*}
$$

Example 8. If $A=\left[\begin{array}{ccc}10^{-8} & 1 & \\ 1 & 10^{-8} & 10^{4} \\ & 10^{4} & 0\end{array}\right]$, then $\kappa_{2}(A) \approx 10^{12}$. With just one sweep of BIN, we obtain $D=\operatorname{diag}\left(8.1 \times 10^{-3}, 6.6 \times 10^{-5}, 1.5\right), D A D \approx\left[\begin{array}{ccc}6.5 \times 10^{-1} & 5.3 \times 10^{-1} & 0 \\ 5.3 \times 10^{-1} & 0 & 1 \\ 0 & 1 & 1 \\ 0\end{array}\right]$ and $\kappa_{2}(D A D) \approx 2.6$ even though the rows and columns have not converged to one in the two-norm. In contrast, diagonal scaling (3.35) defined by $\delta=1$ and $D=\operatorname{diag}\left(1,10^{-4}, 10^{-4}\right)$ reduces the condition number to approximately $10^{4}$.

### 3.5.3 Incomplete Cholesky Factorization

For a sparse symmetric positive definite matrix $A$, we could compute a preconditioner by the incomplete Cholesky factorization that preserves the sparsity pattern of $A$. This is known as IC0 in the literature. Sometimes there exists a permutation $P$ such that the IC0 factor of $P A P^{T}$ is more sparse than that of $A$.

When $A$ is semidefinite or indefinite, IC0 may not exist, but a simple variant that may work is incomplete Cholesky-infinity factorization [116, section 5].

## Chapter 4

## Numerical Experiments on Symmetric Systems

We compare the computational results of MINRES-QLP and various other Krylov subspace methods to solutions computed directly by the eigenvalue decomposition (EVD) and the truncated eigenvalue decompositions (TEVD) of $A$. Let $A=U \Lambda U^{T}$, where $\Lambda:=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Then we have

$$
\begin{aligned}
x^{E V D} & :=\sum_{\left|\lambda_{i}\right|>0} \frac{1}{\lambda_{i}} u_{i} u_{i}^{T} b, \\
x^{T E V D} & :=\sum_{\left|\lambda_{i}\right|>c\|A\|_{2} \varepsilon} \frac{1}{\lambda_{i}} u_{i} u_{i}^{T} b, \text { where } c \text { is some positive real parameter, } \\
\|A\|_{2}^{E V D} & =\|A\|_{2}^{T E V D}=\max \left|\lambda_{i}\right|, \\
\kappa_{2}^{E V D}(A) & =\frac{\max \left|\lambda_{i}\right|}{\min _{\left|\lambda_{i}\right|>0}\left|\lambda_{i}\right|}, \quad \kappa_{2}^{T E V D}(A)=\frac{\max \left|\lambda_{i}\right|}{\min _{\left|\lambda_{i}\right|>c\|A\|_{2} \varepsilon}\left|\lambda_{i}\right|} .
\end{aligned}
$$

We note that $c$ in TEVD is often set to 1 and sometimes set to a moderate positive number such as 10 or 20 ; it helps to define a "cut-off" point relative to the largest eigenvalue of $A$. For example, with matrix ID 1239 (section 4.1) we noticed that all eigenvalues are between 0.1 and 5 in magnitude except for two: $-3.72 \times 10^{-15}$ and $-1.68 \times 10^{-15}$, just slightly bigger than $\|A\|_{2} \varepsilon \approx 10^{-16}$. We expect TEVD to work better when the two small eigenvalues are excluded.

Table 4.1 reviews the key features of software implementations available as Matlab files. Note that Matlab MINRES and Matlab SYMMLQ are Matlab's implementation of MINRES and SYMMLQ repectively. We also reset iteration of MatLab SYMMLQ to the length of its resvec output. Lacking the correct stopping condition for singular problems, MATLAB SYMMLQ works more than necessary and then selects the smallest residual norm from all computed iterates; it would sometimes report that the method did not converge while the selected estimate appeared to be reasonably accurate.

MATLAB's implementation of MINRES and SYMMLQ incorporate local reorthogonalization of the Lanczos vector $v_{2}$, which could enhance the accuracy of the computations if $b$ is close to an eigenvector of $A$ [69]:

$$
\begin{equation*}
\text { Second Lanczos step: } \beta_{1} v_{1}=b, \text { and } q_{2}:=\beta_{2} v_{2}=A v_{1}-\alpha_{1} v_{1} \tag{4.1}
\end{equation*}
$$

Initial local reorthogonalization: $q_{2} \leftarrow q_{2}-\left(v_{1}^{T} q_{2}\right) v_{1}$.
The computations in this chapter were performed on a Windows XP machine with a 3.2 GHz Intel Pentium D Processor 940 and 3GB RAM.

Table 4.1
Different Matlab implementations of various Krylov subspace methods from SOL [97] and The MathWorks.

| MATLAB filename | Algorithm | Stopping Conditions <br> $\left(\beta_{1}:=\\|b\\|=\left\\|r_{0}\right\\|\right)$ |
| :--- | :--- | :--- |
| EVD | Eigenvalue decomposition |  |
| TEVD | Truncated eigenvalue decomposition |  |
| MATLAB 7 PCG | CG in Table 2.7 | $\frac{\left\\|r_{k}\right\\|}{\beta_{1}}<$ tol |
| MATLAB 7 PCGI | CGI in Table 2.8 | $\frac{\left\\|r_{k}\right\\|}{\mathcal{A}\left\\|x_{k}\right\\|+\beta_{1}}<$ tol, |
| MATLAB 7 SYMMLQ | SYMMLQ in Table 2.10 | $\mathcal{A}=$ NORMEST $A)$ |
| SOL SYMMLQ | SYMMLQ in Table 2.10 | $\frac{\left\\|r_{k}\right\\|}{\beta_{1}}<$ tol |
| SOL SYMMLQ3 | SYMMLQ in Table 2.10 | $\frac{\phi_{k}}{\mathcal{A}_{F}^{(k)} \chi_{k}+\beta_{1}}<$ tol |

Tests were performed with each solver on four types of problem:

1. symmetric linear systems,
2. mildly incompatible symmetric systems (meaning $\|r\|$ is rather small with respect to $\|b\|$ ),
3. symmetric (and singular) least-squares problems, and
4. compatible Hermitian systems.

For a compatible system, we generate a random right-hand side vector $b$ that is in the range of the test matrix $\left(b:=A y, y_{i} \sim U(0,1)\right)$. For a least-squares problem, we generate a random right-hand side vector $b$ that is not in the range of the test matrix ( $b_{i} \sim U(0,1)$ often suffices).

We could say from the results that the Lanczos-based methods have built-in regularization features [62], often matching the TEVD solutions very well.

### 4.1 A Singular Indefinite System

In this example, $A$ is indefinite and singular of order $n=3002$; it is available from University of Floria sparse matrix collection [108] (matrix ID 1239, contributed by Gould, Hu, \& Scott). We set $b=A e$, where $e$ is the vector of all 1's giving a compatible system. Matlab PCG (without preconditioner) terminates early because of the indefiniteness, but PCGI, which is Matlab PCG with stopping conditions changed as we defined in CGI, works competitively. All variations of SYMMLQ and MINRES converge to the TEVD solution, although they stop at different iterations due to different stopping conditions: MatLab MINRES and SYMMLQ use $\frac{r_{k}}{\beta_{1}} \leq$ tol and run more iterations than the other solvers; PCGI and MINRES-SOL69 use $\frac{\left\|r_{k}\right\|}{\mathcal{A}_{2}\left\|x_{k}\right\|+\beta_{1}} \leq$ tol, where $\mathcal{A}_{2}$ estimates $\|A\|_{2} ;$ MINRES-SOL uses $\frac{\left\|r_{k}\right\|}{\mathcal{A}_{F}\left\|x_{k}\right\|+\beta_{1}} \leq$ tol, where $\mathcal{A}_{F}$ estimates $\|A\|_{F}$.

EVD (or TEVD) took about 6 minutes to produce the solution, while all iterative methods together took less than 1 second.

We plot residual and solution norms in Figure 4.1 at each iteration from the most competitive solvers PCGI, MINRES-SOL69, and SYMMLQ-SOL3. MINRES-SOL69 and MINRES-QLP43 achieve the minimum-residual norm (by design) and also the smallest solution norm over most iterations. We observe a spike in PCGI's solution norms and more ups and downs in PCGI and SYMMLQ's residual norms, although they do not prevent the methods from converging accurately in this case. To reproduce this example, run testminresQLP27 (9).

```
Matrix ID = 1239, title = Gould, Hu, & Scott:
n = 3002, maxit = 500, nnz = 9000, nnz / n = 3, numerical rank = 3000
shift = 0.00e+00, tol = 1e-09, maxxnorm = 1e+09, maxcond = 1e+14, ||b|| = 1.0e+02.
No. of positive eigenvalue(s) = 2000: between 2.26e-01 and 4.25e+00.
No. of almost zero eigenvalue(s) = 2: between -3.53e-15 and 3.43e-15.
No. of negative eigenvalue(s) = 1000: between -1.10e+00 and -4.64e-01.
EVD. || AV - VD ||_2 / ||A|_2 = 1.60e-14. || V'V - I ||_2 = 4.45e-14
TEVD. || AV - VD ||_2 / ||A|_2 = 1.60e-14. || V'V - I ||_2 = 4.45e-14
Matlab 7 PCG. Some scalar quantities became too small or too large.
Matlab }7\mathrm{ PCGI. Converged to TOL within MAXIT iterations.
```



### 4.2 Two Laplacian Systems

### 4.2.1 An Almost Compatible System

Our first example is an $n=400$ symmetric singular indefinite linear system with $A$ being a Laplacian matrix, i.e. a symmetric block-tridiagonal matrix with each block equal to a tridiagonal


Figure 4.1 Indefinite and singular $A x=b$, with $A$ from University of Florida sparse matrix collection (Matrix ID 1239) and $b=A e$. For details, see section 4.1. To reproduce this figure, run testminresQLP27(9).
matrix $T$ of order $N=20$ with all nonzeros equal to 1 :

$$
A=\left[\begin{array}{cccc}
T & T & & \\
T & T & \ddots & \\
& \ddots & \ddots & T \\
& & T & T
\end{array}\right]_{n \times n}, \quad T=\left[\begin{array}{cccc}
1 & 1 & & \\
1 & 1 & \ddots & \\
& \ddots & \ddots & 1 \\
& & 1 & 1
\end{array}\right]_{N \times N}
$$

The right-hand side $b=A y+10^{-10} z$ (with $y_{i}$ and $z_{i} \sim U(0,1)$ ) has a very small incompatible component. MINRES-SOL gives a larger solution than MINRES-QLP. This example has a residual norm of about $1.7 \times 10^{-10}$, so it is not clear whether to classify it as a linear system or a least-squares problem. To the credit of PCGI and Matlab SYMMLQ, they think it is a linear system and return good solutions. LSQR converges but with more than twice the number of iterations of MINRES-QLP. The other solvers fall short in some way. To reproduce this example, run testminresQLP27(24).

The termination message for MINRES-QLP shows that the first 424 iterations were in standard "MINRES mode", with a transfer to "MINRES-QLP mode" for the last 278 iterations.

Title = FINITE ELEMENT PROBLEM. LAPLACIAN ON A 20 BY 20 GRID.
$\mathrm{n}=400$, maxit $=1200$, nnz $=3364, \mathrm{nnz} / \mathrm{n}=9$, numerical rank $=361$
shift $=0.00 \mathrm{e}+00$, tol $=1 \mathrm{e}-15$, maxxnorm $=1 \mathrm{e}+02$, maxcond $=1 \mathrm{e}+15,\|\mathrm{~b}\| \mid=8.7 \mathrm{e}+01$.
No. of positive eigenvalue(s) $=205$ : between $6.10 \mathrm{e}-02$ and $8.87 \mathrm{e}+00$.
No. of almost zero eigenvalue(s) $=39$ : between $-2.36 \mathrm{e}-15$ and $2.65 \mathrm{e}-15$.
No. of negative eigenvalue(s) $=156$ : between $-2.91 \mathrm{e}+00$ and $-6.65 \mathrm{e}-02$.

EVD.
|| AV - VD ||_2 / ||A||_2 = 3.84e-15. || V'V - I \|_2 = 1.12e-14
TEVD. $\quad \| A V-V D| | \_2| | A| | \_2=3.81 e-15 . \quad| | V ' V-I \mid I \_2=1.12 e-14$
Matlab 7 PCG. Some scalar quantities became too small or too large.


### 4.2.2 A Least-Squares Problem

This example is a clear-cut least-squares problem with $A$ again the Laplace matrix in the last example, while $b=10 \times \operatorname{rand}(n, 1)$. The residual norm is about 16 . MINRES gives a least-squares solution. MINRES-QLP is the only solver that matches the solution of TEVD. All the other solvers are not satisfactory in performance. To reproduce this example, run testminresQLP27(25).

Title = FINITE ELEMENT PROBLEM. LAPLACIAN ON A 20 BY 20 GRID.
$\mathrm{n}=400$, maxit $=500$, $\mathrm{nnz}=3364$, $\mathrm{nnz} / \mathrm{n}=9$, numerical rank $=361$
shift $=0.00 \mathrm{e}+00$, tol $=1 \mathrm{e}-14$, maxxnorm $=1 \mathrm{e}+04$, maxcond $=1 \mathrm{e}+14,\|\mathrm{~b}\| \mid=1.2 \mathrm{e}+02$.
No. of positive eigenvalue(s) $=205$ : between $6.10 \mathrm{e}-02$ and $8.87 \mathrm{e}+00$.
No. of almost zero eigenvalue $(s)=39$ : between $-2.36 \mathrm{e}-15$ and $2.65 \mathrm{e}-15$.
No. of negative eigenvalue(s) $=156$ : between $-2.91 e+00$ and $-6.65 e-02$.

EVD. $||A V-V D|| \_2| ||A|\left|\_2=3.84 e-15 .||V ' V-I|| 2=1.12 e-14\right.$
TEVD. $||A V-V D|| \_2| ||A|\left|\_2=3.81 e-15 .||V ' V-I|| \_2=1.12 e-14\right.$
Matlab 7 PCG. Some scalar quantities became too small or too large.
Matlab 7 PCGI. Iterated MAXIT times but did not converge.
Matlab 7 SYMMLQ. Iterated MAXIT times but did not converge.
SYMMLQ SOL.
SYMMLQ SOL3.
Matlab 7 MINRES.
MINRES SOL.
MINRES SOL69
MINRES QLP43 xnorm has exceeded maxxnorm. xnorm has exceeded maxxnorm.

Iterated MAXIT times but did not converge. The iteration limit was reached. xnorm has exceeded maxxnorm. xnorm has exceeded maxxnorm. trancond $=1 \mathrm{e}+007$, Mitn $=347$, Qitn $=36$.
Matlab 7 LSQR. Iterated MAXIT times but did not converge. LSQR SOL. The iteration limit has been reached.

Matlab 7 GMRES(10). Iterated MAXIT times but did not converge. SQMR. Iterated MAXIT times but did not converge. Matlab 7 QMR. Iterated MAXIT times but did not converge. Matlab 7 BICG. Iterated MAXIT times but did not converge. Matlab 7 BICGSTAB. Iterated MAXIT times but did not converge.

| Method | A*V | $\mathrm{x}(1)$ | $\begin{aligned} & \\| x\| \| \\ & \text { direct }=\mid \end{aligned}$ | $\begin{aligned} & \|\|e\|\| \\ = & \|\mid x-x T E V D \end{aligned}$ | $\begin{aligned} & \\|r\\| \\ & \text { direct } \end{aligned}$ | $\begin{aligned} & \|\|A r\|\| \\ & \text { direct } \end{aligned}$ | \| $\mathrm{A} \mid$ \| | K (A) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| EVD. | -- | $-2.984 e+15$ | $5.300 \mathrm{e}+16$ | $5.3 e+16$ | $2.3 \mathrm{e}+02$ | $9.5 \mathrm{e}+02$ | $8.9 \mathrm{e}+00$ | $2.9 \mathrm{e}+17$ |
| TEVD. | -- | $-8.750 \mathrm{e}+00$ | $1.426 \mathrm{e}+02$ | $0.0 \mathrm{e}+00$ | $1.7 \mathrm{e}+01$ | $4.8 \mathrm{e}-12$ | $8.9 \mathrm{e}+00$ | $1.5 \mathrm{e}+02$ |
| Matlab 7 PCG. | 1 | $1.402 \mathrm{e}+00$ | $1.708 \mathrm{e}+01$ | $1.4 \mathrm{e}+02$ | $6.0 \mathrm{e}+01$ | $2.6 \mathrm{e}+02$ | -- |  |
| Matlab 7 PCGI | 500 | $1.402 \mathrm{e}+00$ | $1.708 \mathrm{e}+01$ | $1.4 \mathrm{e}+02$ | $6.0 \mathrm{e}+01$ | $2.6 \mathrm{e}+02$ | -- |  |
| Matlab 7 SYMMLQ. | 500 | $2.735 \mathrm{e}-01$ | $1.517 e+01$ | $1.4 \mathrm{e}+02$ | $6.0 \mathrm{e}+01$ | $2.9 \mathrm{e}+02$ | -- |  |
| SYMMLQ SOL. | 228 | $-6.961 e+02$ | $9.667 \mathrm{e}+03$ | $9.7 e+03$ | $1.1 \mathrm{e}+04$ | 6.0e+04 | $6.8 \mathrm{e}+01$ | $8.5 \mathrm{e}+00$ |
| SYMMLQ SOL3. | 228 | $-6.961 e+02$ | $9.667 e+03$ | $9.7 e+03$ | $1.1 \mathrm{e}+04$ | $6.0 \mathrm{e}+04$ | $7.6 \mathrm{e}+00$ | $8.5 \mathrm{e}+00$ |
| Matlab 7 MI | 500 | $-1.981 \mathrm{e}+14$ | $2.875 \mathrm{e}+16$ | $2.9 \mathrm{e}+16$ | $2.1 \mathrm{e}+02$ | $1.2 \mathrm{e}+03$ | -- |  |
| MINRES SOL. | 500 | $2.493 \mathrm{e}+14$ | $3.619 \mathrm{e}+16$ | $3.6 e+16$ | $1.8 \mathrm{e}+02$ | 9.8e+02 | $1.5 e+02$ | $1.1 e^{+01}$ |
| MINRES SOL69. | 382 | $-1.447 e+0$ | $8.428 \mathrm{e}+02$ | $8.3 \mathrm{e}+02$ | $1.7 \mathrm{e}+01$ | $1.0 \mathrm{e}-05$ | $7.6 \mathrm{e}+00$ | $3.0 \mathrm{e}+09$ |
| MINRES QLP43. | 383 | $-8.750 \mathrm{e}+00$ | $1.426 \mathrm{e}+02$ | $4.4 \mathrm{e}-06$ | $1.7 \mathrm{e}+01$ | $1.1 \mathrm{e}-05$ | $8.6 \mathrm{e}+00$ | $1.2 \mathrm{e}+10$ |
| Matlab 7 LSQR. | 1000 | $-8.750 \mathrm{e}+00$ | $1.426 \mathrm{e}+02$ | 3.0e-05 | $1.7 \mathrm{e}+01$ | $2.3 \mathrm{e}-05$ |  |  |
| LSQR SOL. | 1000 | $-8.750 \mathrm{e}+00$ | $1.426 \mathrm{e}+02$ | $3.3 \mathrm{e}-05$ | $1.7 \mathrm{e}+01$ | $9.6 \mathrm{e}-06$ | $1.2 \mathrm{e}+02$ | $4.4 e+03$ |
| Matlab 7 GMRES (10) | 500 | $-7.678 \mathrm{e}+00$ | $1.088 \mathrm{e}+02$ | $6.3 \mathrm{e}+01$ | $1.7 \mathrm{e}+01$ | $1.6 \mathrm{e}+00$ | -- | -- |
| SQMR. | 500 | $-9.711 e+15$ | $1.409 \mathrm{e}+18$ | $1.4 \mathrm{e}+18$ | $7.2 \mathrm{e}+10$ | $2.5 e+11$ | -- |  |
| Matlab 7 QMR. | 1000 | $-7.300 \mathrm{e}+00$ | $2.336 \mathrm{e}+02$ | $1.9 \mathrm{e}+02$ | $1.7 \mathrm{e}+01$ | $3.6 \mathrm{e}+00$ | -- | -- |
| Matlab 7 BICG. | 1000 | $1.402 \mathrm{e}+00$ | $1.708 \mathrm{e}+01$ | $1.4 \mathrm{e}+02$ | $6.0 \mathrm{e}+01$ | $2.6 \mathrm{e}+02$ | -- | -- |
| Matlab 7 BICGSTAB. | 2000 | $-1.651 e+01$ | $2.368 \mathrm{e}+02$ | $1.5 \mathrm{e}+02$ | $2.7 e+01$ | $2.8 \mathrm{e}+01$ | -- | -- |

### 4.3 Hermitian Problems

If $A$ is Hermitian, then $v^{H} A v$ is real for all complex vectors $v$. In this example, $A$ is the only Hermitian matrix found in Matrix Market as of April 2006, and $b=A z$ with $z_{i} \sim U(0,1)$.

Numerically (in double precision), all $\alpha_{k}=v_{k}^{H} A v_{k}$ turn out to have small imaginary parts in the first few iterations and snowball to have large imaginary parts in later iterations. This would result in a poor estimation of $\left\|T_{k}\right\|_{F}$ or $\|A\|_{F}$, and unnecessary error in the Lanczos iteration. Thus we made sure to typecast $\alpha_{k}=\operatorname{real}\left(v_{k}^{H} A v_{k}\right)$ in MINRES-QLP and MINRES-SOL.

The matrix is positive definite but not diagonally dominant. Some elements have magnitude of order $\varepsilon$; the other nonzeros are between $2.5 \times 10^{-10}$ and 53.2.

### 4.3.1 Without Preconditioning

The matrix condition number of $A$ is approximately $10^{11}$. All iterative solvers exhibit slow convergence; after $n$ iterations the solution estimates are all different from the TEVD solution. To reproduce this example, run testminresQLP27 (21).

```
Title = Matrix Market, MHD1280B: Alfven Spectra in Magnetohydrodynamics
n = 1280, maxit = 1280, nnz = 22778, nnz / n = 18, numerical rank = 1280
shift = 0.00e+00, tol = 1e-12, maxxnorm = 1e+09, maxcond = 1e+14, ||b||=9.3e+01.
No. of positive eigenvalue(s) = 1280: between 1.48e-11 and 7.03e+01.
No. of almost zero eigenvalue(s) = 0
No. of negative eigenvalue(s) = 0
EVD. || AV - VD ||_2 / ||A||_2 = 7.45e-15. || V'V - I ||_2 = 2.40e-14
TEVD. || AV - VD ||_2 / ||A||_2 = 7.45e-15. || V'V - I ||_2 = 2.40e-14
Matlab 7 PCG. Iterated MAXIT times but did not converge.
Matlab 7 PCGI. Iterated MAXIT times but did not converge.
Matlab 7 SYMMLQ. Iterated MAXIT times but did not converge.
SYMMLQ SOL. The iteration limit was reached.
SYMMLQ SOL3. The iteration limit was reached.
Matlab 7 MINRES. Iterated MAXIT times but did not converge.
MINRES SOL. The iteration limit was reached.
MINRES SOL69. The iteration limit was reached.
MINRES QLP45. The iteration limit was reached.
    trancond = 1e+007, Mitn = 1280, Qitn = 0.
Matlab 7 LSQR. Iterated MAXIT times but did not converge.
LSQR SOL. The iteration limit has been reached.
Matlab 7 GMRES(10). Iterated MAXIT times but did not converge.
SQMR. Iterated MAXIT times but did not converge.
Matlab 7 QMR. Iterated MAXIT times but did not converge.
Matlab 7 BICG. Iterated MAXIT times but did not converge.
Matlab 7 BICGSTAB. Iterated MAXIT times but did not converge.
Method A*v x(1) ||x|| ||e|| |||| |Ar|| ||A|| K(A)
    direct =||x-xTEVD|| direct direct
EVD. -- 9.501e-01 2.069e+01 0.0e+00 7.1e-13 3.6e-11 7.0e+01 4.8e+12
```

| TEVD. |  | 9.501e-01 | $2.069 \mathrm{e}+01$ | $0.0 \mathrm{e}+00$ | $7.1 \mathrm{e}-13$ | $3.6 \mathrm{e}-11$ | $7.0 \mathrm{e}+01$ | $4.8 \mathrm{e}+12$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Matlab 7 PCG. | 1280 | 9.501e-01 | $1.860 \mathrm{e}+01$ | $8.7 e+00$ | 9.6e-05 | 1.2e-04 | -- |  |
| Matlab 7 PCGI. | 1280 | 9.501e-01 | $1.860 \mathrm{e}+01$ | $8.7 e+00$ | 9.6e-05 | $1.2 \mathrm{e}-04$ | -- | -- |
| Matlab 7 SYMMLQ. | 1280 | 9.501e-01 | $1.848 \mathrm{e}+01$ | $9.3 \mathrm{e}+00$ | $2.7 \mathrm{e}-02$ | 6.0e-02 | -- |  |
| SYMMLQ SOL | 1280 | $9.484 \mathrm{e}-01$ | $1.854 \mathrm{e}+01$ | $9.2 \mathrm{e}+00$ | $2.2 \mathrm{e}-01$ | $3.9 \mathrm{e}+00$ | $1.1 e+03$ | $2.1 e+02$ |
| SYMMLQ SOL3. | 1280 | 9.501e-01 | $1.860 \mathrm{e}+01$ | $8.7 e+00$ | $1.6 \mathrm{e}-04$ | $4.2 \mathrm{e}-04$ | $7.0 \mathrm{e}+01$ | $2.1 \mathrm{e}+02$ |
| Matlab 7 MINRES | 1280 | 9.501e-01 | $1.855 \mathrm{e}+01$ | $8.8 \mathrm{e}+00$ | $1.0 \mathrm{e}-05$ | $9.7 \mathrm{e}-07$ |  |  |
| MINRES SOL | 1280 | 9.501e-01 | $1.855 \mathrm{e}+01$ | $8.8 e+00$ | $1.0 \mathrm{e}-05$ | $1.6 \mathrm{e}-06$ | $1.0 \mathrm{e}+03$ | $2.8 \mathrm{e}+02$ |
| MINRES SOL69. | 1280 | 9.501e-01 | $1.854 \mathrm{e}+01$ | $8.9 \mathrm{e}+00$ | 1. $2 \mathrm{e}-05$ | $1.9 \mathrm{e}-06$ | $7.0 \mathrm{e}+01$ | $3.5 e+06$ |
| MINRES QLP45 | 1280 | 9.501e-01 | $1.854 \mathrm{e}+01$ | $8.9 \mathrm{e}+00$ | $1.2 \mathrm{e}-05$ | $1.9 \mathrm{e}-06$ | $7.0 \mathrm{e}+01$ | $4.7 e+05$ |
| Matlab 7 LSQR. | 2560 | 9.501e-01 | $1.485 \mathrm{e}+01$ | $1.3 \mathrm{e}+01$ | $2.8 \mathrm{e}-02$ | $6.5 e-03$ |  |  |
| LSQR SOL. | 2560 | 9.501e-01 | $1.484 e+01$ | $1.3 \mathrm{e}+01$ | $2.8 \mathrm{e}-02$ | $2.3 \mathrm{e}-03$ | $1.3 e+03$ | $2.0 \mathrm{e}+05$ |
| Matlab 7 GMRES(10) | . 1280 | 9.501e-01 | $1.773 \mathrm{e}+01$ | $9.7 \mathrm{e}+00$ | $2.1 \mathrm{e}-03$ | $3.7 \mathrm{e}-03$ | -- |  |
| SQMR. | 1280 | 9.501e-01 | $1.861 \mathrm{e}+01$ | $8.6 \mathrm{e}+00$ | 1. $2 \mathrm{e}-04$ | $1.6 \mathrm{e}-03$ | -- | -- |
| Matlab 7 QMR. | 2560 | 9.501e-01 | $1.853 \mathrm{e}+01$ | $8.9 \mathrm{e}+00$ | 2.6e-05 | $2.3 \mathrm{e}-04$ | -- | -- |
| Matlab 7 BICG. | 2560 | 9.501e-01 | $1.860 \mathrm{e}+01$ | $8.7 \mathrm{e}+00$ | $1.1 \mathrm{e}-04$ | $4.3 \mathrm{e}-04$ | -- | -- |
| Matlab 7 BICGSTAB. | 5120 | $9.501 \mathrm{e}-01$ | $1.852 \mathrm{e}+01$ | $9.0 \mathrm{e}+00$ | $1.7 \mathrm{e}-05$ | $1.2 \mathrm{e}-06$ | -- | -- |

### 4.3.2 With Diagonal Preconditioning

We applied diagonal preconditioning. The matrix condition number of $D A D$ is approximately $10^{4}$ with $\delta=1$ in (3.35), the performance of all solvers improve. To reproduce this example, run testminresQLP27(27).

Title = Matrix Market, MHD1280B: Alfven Spectra in Magnetohydrodynamics
$\mathrm{n}=1280$, maxit $=2560$, $\mathrm{nnz}=22778$, $\mathrm{nnz} / \mathrm{n}=18$, numerical rank $=1280$ shift $=0.00 \mathrm{e}+00$, tol $=1 \mathrm{e}-12$, maxxnorm $=1 \mathrm{e}+09$, maxcond $=1 \mathrm{e}+14,||\mathrm{~b}||=2.7 \mathrm{e}+01$.
No. of positive eigenvalue(s) $=1280$ : between $3.28 \mathrm{e}-04$ and $2.73 \mathrm{e}+00$.
No. of almost zero eigenvalue(s) $=0$
No. of negative eigenvalue(s) $=0$

EVD.
|| AV - VD ||_2 / ||A||_2=7.46e-15. || V'V - I ||_2 = 6.04e-14
TEVD.
$||A V-V D|| \_2 /||A|| \_2=7.46 e-15 . \quad| | V ' V-I| | \_2=6.04 e-14$
Matlab 7 PCG. Converged to TOL within MAXIT iterations.
Matlab 7 PCGI. Converged to TOL within MAXIT iterations.
Matlab 7 SYMMLQ. Converged to TOL within MAXIT iterations.
SYMMLQ SOL. Reasonable accuracy achieved, given eps.
SYMMLQ SOL3.
Matlab 7 MINRES.
Reasonable accuracy achieved, given eps.
Converged to TOL within MAXIT iterations.
MINRES SOL.
$A$ solution to $A x=b$ was found, given rtol.
MINRES SOL69. A solution to (poss. singular) Ax = b found, given rtol.
MINRES QLP43. A solution to (poss. singular) $A x=b$ found, given rtol.
trancond $=1 \mathrm{e}+007$, Mitn $=414$, Qitn $=0$.
Matlab 7 LSQR. Iterated MAXIT times but did not converge.
LSQR SOL. The iteration limit has been reached.
Matlab 7 GMRES(10). Iterated MAXIT times but did not converge.
SQMR. $\quad q^{\wedge} T A q=0$.
Matlab 7 QMR. Converged to TOL within MAXIT iterations.


We ran the example again with $\delta=10^{-10}$ in the diagonal scaling (3.35). The condition number of $D A D$ was then approximately $10^{2}$, and the number of iterations reduced further.

Title = Matrix Market, MHD1280B: Alfven Spectra in Magnetohydrodynamics
$\mathrm{n}=1280$, maxit $=2560$, $\mathrm{nnz}=22778$, $\mathrm{nnz} / \mathrm{n}=18$, numerical rank $=1280$ shift $=0.00 \mathrm{e}+00$, tol $=1 \mathrm{e}-12$, maxxnorm $=1 \mathrm{e}+09$, maxcond $=1 \mathrm{e}+14, \| \mathrm{b}| |=2.8 \mathrm{e}+01$. No. of positive eigenvalue(s) $=1280$ : between $3.36 \mathrm{e}-02$ and $2.90 \mathrm{e}+00$. No. of almost zero eigenvalue(s) $=0$
No. of negative eigenvalue(s) $=0$

Methods:
EVD. $\quad \| A V-V D| | \_2 /||A|| \_2=8.59 e-15 . \quad| | V ' V-I| | \_2=2.72 e-14$
TEVD. $\left\||A V-V D|\left|\_2 / \| A\right|\left|\_2=8.59 e-15 . \quad\right||V ' V-I| \mid \_2=2.72 e-14\right.$
Matlab 7 PCG.
Matlab 7 PCGI.
Converged to TOL within MAXIT iterations.
Converged to TOL within MAXIT iterations.
Converged to TOL within MAXIT iterations.
Reasonable accuracy achieved, given eps.
Reasonable accuracy achieved, given eps.
Converged to TOL within MAXIT iterations.
$A$ solution to $A x=b$ was found, given rtol.
$A$ solution to (poss. singular) $A x=b$ found, given rtol.
MINRES QLP45. A solution to (poss. singular) Ax = b found, given rtol.
trancond $=1 \mathrm{e}+007$, Mitn $=84$, Qitn $=0$.
Matlab 7 LSQR. Converged to TOL within MAXIT iterations.

LSQR SOL. Ax - b is small enough, given atol, btol.
Matlab 7 GMRES(10). Converged to TOL within MAXIT iterations.

SQMR.
Matlab 7 QMR. Converged to TOL within MAXIT iterations.
Matlab 7 BICG. Converged to TOL within MAXIT iterations
Matlab 7 BICGSTAB. Converged to TOL within MAXIT iterations.

Method


### 4.3.3 With Binormalization

Ten sweeps of BIN took 1.5 seconds and produced $\kappa(D A D) \approx 100$. The number of iterations of the Hermitian solvers reduced to less than 100. To reproduce this example, run testminresQLP27 (30).

Title = Matrix Market, MHD1280B: Alfven Spectra in Magnetohydrodynamics $\mathrm{n}=1280$, maxit $=2560, \mathrm{nnz}=22778$, $\mathrm{nnz} / \mathrm{n}=18$, numerical rank $=1280$ shift $=0.00 \mathrm{e}+00$, tol $=1 \mathrm{e}-12$, maxxnorm $=1 \mathrm{e}+09$, maxcond $=1 \mathrm{e}+14, \| \mathrm{b}| |=2.5 \mathrm{e}+01$. No. of positive eigenvalue(s) $=1280$ : between $2.27 \mathrm{e}-02$ and $2.10 \mathrm{e}+00$.
No. of almost zero eigenvalue(s) $=0$
No. of negative eigenvalue(s) $=0$

EVD. $||A V-V D|| \_2| ||A|\left|\_2=6.55 e-15 .||V ' V-I|| 2=2.07 e-14\right.$
TEVD. $||A V-V D|| \_2 /||A|| \_2=6.55 e-15 . \quad| | V ' V-I| | \_2=2.07 e-14$
Matlab 7 PCG. Converged to TOL within MAXIT iterations.
Matlab 7 PCGI. Converged to TOL within MAXIT iterations.
Matlab 7 SYMMLQ. Converged to TOL within MAXIT iterations.
SYMMLQ SOL. Reasonable accuracy achieved, given eps.
SYMMLQ SOL3. Reasonable accuracy achieved, given eps.

| Matlab 7 MINRES. | Converged to TOL within MAXIT iterations. |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MINRES SOL | $A$ solution to $A x=b$ was found, given rtol. |  |  |  |  |  |  |
| MINRES SOL69. | $A$ solution to (poss. singular) $A x=b$ found, given rtol. |  |  |  |  |  |  |
| MINRES QLP43. | $A$ solution to (poss. singular) $A x=b$ found, given rtol. trancond $=1 \mathrm{e}+007$, Mitn $=85$, Qitn $=0$. |  |  |  |  |  |  |
| Matlab 7 LSQR. | Converged to TOL within MAXIT iterations. |  |  |  |  |  |  |
| LSQR SOL. | Ax - b is small enough, given atol, btol. |  |  |  |  |  |  |
| Matlab 7 GMRES(10). | Converged to TOL within MAXIT iterations. |  |  |  |  |  |  |
| SQMR. | $\mathrm{q}^{\wedge} \mathrm{T}$ A $\mathrm{q}=0$. |  |  |  |  |  |  |
| Matlab 7 QMR. | Converged to TOL within MAXIT iterations. |  |  |  |  |  |  |
| Matlab 7 BICG. | Converged to TOL within MAXIT iterations |  |  |  |  |  |  |
| Matlab 7 BICGSTAB. | Converged to TOL within MAXIT iterations. |  |  |  |  |  |  |
| Method | $\mathrm{A} * \mathrm{~V}$ | $\mathrm{x}(1)$ | $\|\|x\|\| ~\|\|e\|\|$ | $\|\|r\|\|$ | \| | Ar|| | $\|\|A\|\|$ | K (A) |
|  |  |  | direct $=\\| \mid x-x T$ | direct | direct |  |  |
| EVD. | -- | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+010.0 \mathrm{e}+00$ | $2.2 e-13$ | 3.0e-13 | $2.1 \mathrm{e}+00$ | $9.3 \mathrm{e}+01$ |
| TEVD. | -- | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+01 \quad 0.0 \mathrm{e}+00$ | $2.2 e-13$ | $3.0 \mathrm{e}-13$ | $2.1 \mathrm{e}+00$ | $9.3 \mathrm{e}+01$ |
| Matlab 7 PCG. | 88 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+016.8 \mathrm{e}-11$ | $1.9 \mathrm{e}-11$ | $2.4 \mathrm{e}-11$ | -- |  |
| Matlab 7 PCGI. | 74 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+011.0 \mathrm{e}-08$ | 1.3e-09 | $1.6 \mathrm{e}-09$ | -- | -- |
| Matlab 7 SYMMLQ. | 87 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+016.8 \mathrm{e}-11$ | $1.9 \mathrm{e}-11$ | $2.4 \mathrm{e}-11$ | -- |  |
| SYMMLQ SOL. | 77 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+014.4 \mathrm{e}-09$ | $5.0 \mathrm{e}-10$ | $6.3 \mathrm{e}-10$ | $1.1 \mathrm{e}+01$ | $2.7 e+00$ |
| SYMMLQ SOL3. | 90 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+011.8 \mathrm{e}-11$ | $5.0 \mathrm{e}-12$ | 6.1e-12 | $1.5 \mathrm{e}+00$ | $2.7 e+00$ |
| Matlab 7 MINRES. | 86 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+011.9 \mathrm{e}-10$ | $2.3 \mathrm{e}-11$ | $1.7 e-11$ | -- |  |
| MINRES SOL. | 77 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+017.1 \mathrm{e}-09$ | $3.8 \mathrm{e}-10$ | $1.9 \mathrm{e}-10$ | $2.7 \mathrm{e}+01$ | $2.7 e+00$ |
| MINRES SOL69. | 85 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+017.1 \mathrm{e}-10$ | $5.4 \mathrm{e}-11$ | $3.2 \mathrm{e}-11$ | $1.5 \mathrm{e}+00$ | $1.1 \mathrm{e}+02$ |
| MINRES QLP43. | 85 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+017.1 \mathrm{e}-10$ | $5.4 \mathrm{e}-11$ | $3.2 \mathrm{e}-11$ | $1.6 \mathrm{e}+00$ | $2.4 \mathrm{e}+01$ |
| Matlab 7 LSQR. | 826 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+011.2 \mathrm{e}-10$ | $2.4 \mathrm{e}-11$ | $1.3 \mathrm{e}-11$ | -- | -- |
| LSQR SOL. | 784 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+013.1 \mathrm{e}-09$ | $5.4 \mathrm{e}-10$ | $2.7 \mathrm{e}-10$ | $2.8 \mathrm{e}+01$ | $2.2 \mathrm{e}+03$ |
| Matlab 7 GMRES(10). | 150 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+016.6 \mathrm{e}-10$ | $2.3 \mathrm{e}-11$ | $1.3 \mathrm{e}-11$ | -- | -- |
| SQMR. | 68 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+011.0 \mathrm{e}-07$ | $1.3 \mathrm{e}-08$ | $1.1 \mathrm{e}-08$ | -- |  |
| Matlab 7 QMR. | 174 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+011.9 \mathrm{e}-10$ | $2.3 \mathrm{e}-11$ | $1.7 \mathrm{e}-11$ | -- | -- |
| Matlab 7 BICG. | 176 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+016.8 \mathrm{e}-11$ | $1.9 \mathrm{e}-11$ | $2.4 \mathrm{e}-11$ | -- |  |
| Matlab 7 BICGSTAB. | 248 | $9.501 \mathrm{e}-01$ | $12.069 \mathrm{e}+014.3 \mathrm{e}-10$ | $2.2 \mathrm{e}-11$ | $1.9 \mathrm{e}-11$ | -- | -- |

### 4.4 Effects of Rounding Errors in MINRES-QLP

The recurred residual norms $\phi_{k}^{M}$ in MINRES usually approximates the directly computed ones $\left\|r_{k}^{M}\right\|$ very well, until $\left\|r_{k}^{M}\right\|$ becomes small. We observe that $\phi_{k}^{M}$ continues to decrease in the last few iterations, even though $\left\|r_{k}^{M}\right\|$ has become stagnant. This is desirable in the sense that the stopping rule will cause termination, although the final solution is not as accurate as predicted.

We present similar plots of MINRES-QLP in the following examples, with the corresponding quantities as $\phi_{k}^{Q}$ and $\left\|r_{k}^{Q}\right\|$. We observe that except in very ill-conditioned least-squares problems, $\phi_{k}^{Q}$ approximates $\left\|r_{k}^{Q}\right\|$ very closely.

1. four singular linear systems: see Figure 4.2.
2. four singular least-squares problems: see Figure 4.3 .

Four symmetric positive semidefinite ill-conditioned systems.


Figure 4.2 Solving $A x=b$ with symmetric positive semidefinite $A=Q \operatorname{diag}\left(\left[0_{5}, \eta, 2 \eta, 2: \frac{1}{789}: 3\right]\right) Q$ of dimension $n=797$, nullity 5, and norm $\|A\|_{2}=3$, where $Q=I-(2 / n) w w^{T}$ is a Householder matrix generated by $v=\left[0_{5}, 1, \ldots, 1\right]^{T}, w=v /\|v\|$. These plots illustrate and compare the effect of rounding errors in MINRES and MINRES-QLP similar to the nonsingular example in Figure 3.1. The upper part of each plot shows the computed and recurred residual norms, and the lower part shows the computed and recurred normwise relative backward errors (NRBE). MINRES and MINRES-QLP terminate when the recurred $N R B E$ is less than the given $\mathrm{tol}=10^{-14}$.
Upper left: $\eta=10^{-8}$ and thus $\kappa(A) \approx 10^{8}$. Also $b=e$ and therefore $\|x\| \gg\|b\|$. The graphs of MINRES's directly computed residual norms $\left\|r_{k}^{M}\right\|$ and recurrently computed residual norms $\phi_{k}^{M}$ start to differ at the level of $10^{-1}$ starting at iteration 21, while the values $\phi_{k}^{Q} \approx\left\|r_{k}^{Q}\right\|$ from MINRES-QLP decrease monotonically and stop near $10^{-6}$ at iteration 26.
Upper right: Again $\eta=10^{-8}$ but $b=$ Ae. Thus $\|x\|=\|e\|=O(\|b\|)$. The MINRES graphs of $\left\|r_{k}^{M}\right\|$ and $\phi_{k}^{M}$ start to differ when they reach a much smaller level of $10^{-10}$ at iteration 30. The MINRES-QLP $\phi_{k}^{Q}$ 's are excellent approximations of $\phi_{k}^{Q}$, with both reaching $10^{-13}$ at iteration 33.
Lower left: $\eta=10^{-10}$ and thus $A$ is even more ill-conditioned than the matrix in the upper plots. Here $b=e$ and $\|x\|$ is again exploding. MINRES ends with $\left\|r_{k}^{M}\right\| \approx 10^{2}$, which means no convergence at all, while MINRES-QLP reaches a residual norm of $10^{-4}$.
Lower right: $\eta=10^{-10}$ and $b=$ Ae. The final MINRES residual norm $\left\|r_{k}^{M}\right\| \approx 10^{-8}$, which is satisfactory but not as accurate as $\phi_{k}^{M}$ claims at $10^{-13}$. MINRES-QLP again has $\phi_{k}^{Q} \approx\left\|r_{k}^{Q}\right\| \approx 10^{-13}$ at iteration 37.
This figure can be reproduced from the Matlab program DPtestSing5.m.


Figure 4.3 Solving $A x=b$ with symmetric positive semidefinite $A=Q \operatorname{diag}\left(\left[0_{5}, \eta, 2 \eta, 2: \frac{1}{789}: 3\right]\right) Q$ of dimension $n=797$ with $\|A\|_{2}=3$, where $Q=I-(2 / n) e e^{T}$ is a Householder matrix generated by $e=[1, \ldots, 1]^{T}$.

Upper left: $\eta=10^{-2}$ and thus $\operatorname{cond}(A) \approx 10^{2}$. Also $b=e$ and therefore $\|x\|>\|b\|$. The graphs of MINRES's directly computed $\left\|A r_{k}^{M}\right\|$ and recurrently computed $\psi_{k}^{M}$, and also $\psi_{k}^{Q} \approx\left\|A r_{k}^{Q}\right\|$ from MINRES-QLP, match very well throughout the iterations.

Upper right: Here, $\eta=10^{-4}$ and $A$ is more ill-conditioned than the last example. The final MINRES residual norm $\psi_{k}^{M} \approx\left\|A r_{k}^{M}\right\|$ is slightly larger than the final MINRES-QLP residual norm $\psi_{k}^{Q} \approx\left\|A r_{k}^{Q}\right\|$. The MINRES-QLP $\psi_{k}^{Q}$ are excellent approximations of $\psi_{k}^{Q}$, and both reach $10^{-13}$ at iteration 33.
Lower left: $\eta=10^{-6}$ and $\operatorname{cond}(\mathrm{A}) \approx 10^{6}$. MINRES's $\psi_{k}^{M}$ and $\left\|A r_{k}^{M}\right\|$ differ starting at iteration 21. Eventually, $\left\|A r_{k}^{M}\right\| \approx 3$, which means no convergence. MINRES-QLP reaches a residual norm of $\psi_{k}^{Q}=\left\|A r_{k}^{Q}\right\|=10^{-2}$.
Lower right: $\eta=10^{-8}$. MINRES performs even worse than last example. MINRES-QLP reaches a minimum $\left\|A r_{k}^{Q}\right\| \approx 10^{-7}$ but the solver does not manage to shut down soon enough and ends with a final $\psi_{k}^{Q}=\left\|A r_{k}^{Q}\right\|=10^{-2}$. The values of $\psi_{k}^{Q}$ and $\left\|A r_{k}^{Q}\right\|$ differ only at iterations 27-28.

This figure can be reproduced from the Matlab program DPtestLSSing3.m.

## Chapter 5

## Computation of Null Vectors, Eigenvectors, and Singular Vectors

We return now to the original motivating problem described in Chapter 1: that of computing a null vector for an arbitrary matrix $A$. If the nullity of $A$ is one, then the null vector is unique up to a (complex) scalar multiple and we consider the null-vector problem well-posed. Otherwise, it is ill-posed and we are satisfied with a set of orthogonal unit vectors that span $\mathcal{N}(A)$.

### 5.1 Applications

### 5.1.1 Eigenvalue Problem

If an eigenvalue $\hat{\lambda}$ of a given matrix $A$ is known or approximated, the method of inverse iteration as defined in (1.2) or Rayleigh quotient iteration in (5.1) could be used in conjunction with Krylov subspace solvers $[87,81,101,5,77,9]$. Either scheme involves a sequence of linear systems in the following iteration:

$$
\begin{equation*}
(A-\hat{\lambda} I) x_{k}=v_{k-1}, \quad v_{k}=x_{k} /\left\|x_{k}\right\|, \quad \hat{\lambda} \leftarrow v_{k}^{T} A v_{k}, \quad k=1, \ldots, k_{I} \tag{5.1}
\end{equation*}
$$

where the number of iterations $k_{I}$ would be only 1 or few. The matrix $A-\hat{\lambda} I$ is intentionally singular, and the computed solutions $x_{k}$ are expected to grow extremely large $\left(\left\|x_{k}\right\|=O(1 / \varepsilon)\right.$, where $\varepsilon$ is the machine precision), so that the normalized vectors $v_{k}$ would satisfy

$$
\begin{equation*}
(A-\hat{\lambda} I) v_{k} \approx 0 \tag{5.2}
\end{equation*}
$$

and hence $A v_{k} \approx \hat{\lambda} v_{k}$ as required.
ARPACK [67] provides alternative Lanczos- and Arnoldi-based approaches for computing several eigenvalues and/or vectors.

### 5.1.2 Singular Value Problem

The singular value problem $A v_{i}=\sigma_{i} u_{i}, A^{T} u_{i}=\sigma_{i} v_{i}$, may be reformulated as an eigenvalue problem, or a null-vector problem when $\sigma_{i}$ is known:

$$
\left[\begin{array}{ll} 
& A \\
A^{T} &
\end{array}\right]\left[\begin{array}{l}
u_{i} \\
v_{i}
\end{array}\right]=\sigma_{i}\left[\begin{array}{l}
u_{i} \\
v_{i}
\end{array}\right] \quad \Leftrightarrow \quad\left(\left[\begin{array}{ll} 
& A \\
A^{T} &
\end{array}\right]-\sigma_{i} I\right)\left[\begin{array}{l}
u_{i} \\
v_{i}
\end{array}\right]=0
$$

AMRES [97] is a special version of MINRES for this purpose. ARPACK [67] operates on the same matrix to obtain several singular values/vectors. PROPACK [65] operates directly on $A$.

### 5.1.3 Generalized, Quadratic, and Polynomial Eigenvalue Problems

Given matrices $A_{0}, A_{1}, \ldots, A_{d} \in \mathbb{C}^{n \times n}$, we want to find an eigenvalue $\lambda \in \mathbb{C}$ and its corresponding eigenvector $x \in \mathbb{C}^{n}, x \neq 0$ such that

$$
\begin{equation*}
\left(A_{0}+\lambda A_{1}+\cdots+\lambda^{d} A_{d}\right) x=0 \tag{5.3}
\end{equation*}
$$

This is called the polynomial eigenvalue problem [95, 28, 104, 59].
In particular, when $d=2$, it is called the quadratic eigenvalue problem. When $d=1$, it is called the generalized eigenvalue problem. One may also encounter rectangular generalized eigenvalue problems [15, 99], where $A_{0}$ and $A_{1}$ are rectangular matrices of the same size.

Clearly, when $A_{1}=I$, the generalized eigenvalue problem reduces to an eigenvalue problem. However, these two problem classes are very different in nature. An eigenvalue problem has $n$ eigenvalues guaranteed by the roots of the degree- $n$ characteristic polynomial $p_{n}(\lambda)=\operatorname{det}(A-\lambda I)$. A generalized eigenvalue problem may not have $n$ eigenvalues. For example, if $A_{0}=I$ and $A_{1}=0$, then $A_{0}+\lambda A_{1}=I \neq 0$ for any scalar $\lambda$. Generally speaking, the number of eigenvalues in a generalized eigenvalue problem is given by the nullity of $A_{0}+\lambda A_{1}$.

When $\lambda$ is known in a polynomial eigenvalue problem (5.3), we effectively have a null-vector problem. The corresponding generalized eigenvector may be solved by inverse iteration coupled with CG-type methods $[68,117,29,5,113]$.

### 5.1.4 Multiparameter Eigenvalue Problem

For this problem problem $[4,1]$ we want to find scalars $\lambda_{1}, \ldots, \lambda_{d} \in \mathbb{C}$ and a corresponding eigenvector $x \in \mathbb{C}^{n}, x \neq 0$ such that

$$
\begin{equation*}
\left(A_{0}+\lambda_{1} A_{1}+\cdots+\lambda_{d} A_{d}\right) x=0 \tag{5.4}
\end{equation*}
$$

### 5.2 Computing a Single Null Vector

We may abstract problems (1.2) and (5.2) by writing $A$ in place of the (nearly) singular $A-\hat{\lambda} I$, and likewise for the other more general eigenvalue problems. This gives us a null-vector problem (or homogeneous equation) $A v \approx 0$, with $A$ essentially singular.

Chapter 1 already discussed the following iterative methods:
Inverse iteration: For a random vector $b$, apply LSQR or MINRES to the least-squares problem $\min _{x}\|A x-b\|_{2}, A \in \mathbb{R}^{m \times n}, \operatorname{rank}(A)<n$. The normalized vector $v=x /\|x\|$ approximates a null vector of $A$.

Least-squares approach: For a random vector $c$, apply LSQR, MINRES or MINRES-QLP to the problem $\min _{y}\left\|A^{T} y-c\right\|_{2}, A \in \mathbb{R}^{m \times n}, \operatorname{rank}(A)<n$. The optimal residual $s=c-A^{T} y$ satisfies $A s=0$, and the required null vector is $v=s /\|s\|$. Convergence should occur sooner than with inverse iteration, as we have seen in Figures 1.1-1.2.

We compare the vectors involved in the inverse-iteration approach and the least-squares approach in Table 5.1.

Table 5.1
Null vectors from various Krylov subspace methods using the inverse-iteration and matrix-transpose approaches.

| Method | Stopping Conditions Disabled | Normal Stopping Conditions |
| :--- | :--- | :--- |
| CG | $x_{k} /\left\\|x_{k}\right\\|$, or $q_{k} /\left\\|q_{k}\right\\|$ | $r_{k} /\left\\|r_{k}\right\\|$ |
| SYMMLQ | $x_{k}^{C} /\left\\|x_{k}^{C}\right\\|$ | $r_{k} /\left\\|r_{k}\right\\|$ or $\bar{w}_{k}$ |
| MINRES | $x_{k} /\left\\|x_{k}\right\\|$ | $r_{k} /\left\\|r_{k}\right\\|$ |
| MINRES-QLP | $x_{k} /\left\\|x_{k}\right\\|$ | $r_{k} /\left\\|r_{k}\right\\|$ |
| LSQR | $x_{k} /\left\\|x_{k}\right\\|$ | $r_{k} /\left\\|r_{k}\right\\|$ |

Table 5.2
Algorithm MCGLS [66] for solving a sequence of least-squares problems min $\left\|A x-b^{(k)}\right\|$.

```
MCGLS \(\left(A, b^{(1)}, \ldots, b^{(q)}\right.\), tol, maxit) \(\rightarrow x^{(1)}, \ldots, x^{(q)}\)
for \(k=1,2, \ldots, q\)
    \(r_{0}^{(k)}=b^{(k)}\)
end
for \(k=1,2, \ldots, q\)
    //select the \(k\) th system as seed
    \(p_{0}=s_{0}=A^{T} r_{0}^{(k)}, \quad \gamma_{0}=\left\|s_{0}\right\|_{2}^{2}, \quad i=0\)
    while \(\gamma_{i}>\) operatornametol and \(i \leq\) maxit
        //take a CGLS step
        \(q_{i}=A p_{i}, \quad \alpha_{i}=\gamma_{i} /\left\|q_{i}\right\|_{2}^{2}, \quad x_{i+1}^{(k)}=x_{i}^{(k)}+\alpha_{i} p_{i}, \quad r_{i+1}^{(k)}=r_{i}^{(k)}-\alpha_{i} q_{i}\),
        \(s_{i+1}=A^{T} r_{i+1}^{(k)}, \quad \gamma_{i+1}=\left\|s_{i+1}\right\|, \quad \beta_{i}=\gamma_{i+1} / \gamma_{i}\)
        //Perform Galerkin projection
        for \(j=k+1, k+2, \ldots, q\)
            \(\eta_{j}=\left(q_{i}^{T} r_{0}^{(j)}\right) \alpha_{i} / \gamma_{i}, \quad x_{0}^{(j)}=x_{0}^{(j)}+\eta_{j} p_{i}, \quad r_{0}^{(j)}=r_{0}^{(j)}-\eta_{j} q_{i}\),
        end
        \(p_{i+1}=s_{i+1}+\beta_{i} p_{i}, \quad i=i+1\)
    end
end
```


### 5.3 Computing Multiple Null Vectors

If the nullity of $A$ is bigger than one and we wish to compute $q$ null vectors for some $q$ such that $1<q \leq \operatorname{nullity}(A)$, a first strategy is to apply the least-squares approach repeatedly, solving $q$ singular least-squares problems with different random right-hand sides $c$ (chosen in advance).

### 5.3.1 MCGLS: Least-Squares with Multiple Right-Hand Sides

Larsen [66, Paper A, section 4.2] has proposed MCGLS for this purpose; see Table 5.2 for solving a sequence of least-squares problems min $\left\|A x-b^{(k)}\right\|, k=1,2, \ldots, q$. We would apply the method to the problems $y^{(k)}=\arg \min \left\|A^{T} y-c^{(k)}\right\|$ with $q$ random vectors $c^{(k)}$. At the end, we could orthogonalize all the residual vectors $r^{(k)}=c^{(k)}-A^{T} y^{(k)}$ by the modified Gram-Schmidt process.

TABLE 5.3
Algorithm MLSQRnull for computing multiple orthogonal null vectors. MATLAB file: NullBasis.m.

```
MLSQRnull \((A\), tol, maxit \() \rightarrow\) nullity, \(r_{1}, r_{2}, \ldots\)
for \(i=1,2, \ldots\).
    Choose random vector \(c\)
    Orthogonalize \(c\) to \(r_{1}, \ldots, r_{i-1}\)
    \(c \leftarrow c /\|c\|\)
    \(y=\mathbf{L S Q R}\left(A^{T}, c\right.\), tol, maxit \()\)
    \(r_{i}=c-A^{T} y\)
    if \(\left\|r_{i}\right\|<\operatorname{tol}(\|A\|\|y\|+\|c\|) \quad / / A^{T} y \approx c\) is compatible
        nullity \(=i-1, \quad\) STOP
    end
end
```


### 5.3.2 MLSQR: Least-Squares with Multiple Right-Hand Sides

In [82, section 8.7] (see also [13]), it is demonstrated that CGLS and LSQR have comparable numerical performance on well-conditioned least-squares problems, but the latter can be superior on ill-conditioned problems. Thus it is natural to consider using LSQR instead of CGLS in an ill-conditioned least-squares problem with multiple right-hand sides. This was already suggested by Larsen [66, Paper A] with the caution that reorthogonalization (or at least partial reorthogonalization) would be necessary in the Golub-Kahan process.

We should note Björck's [11] band decomposition for least-squares with multiple right-hand sides-a natural extension of the Golub-Kahan bidiagonalization and LSQR.

### 5.3.3 MLSQRnull: Multiple Null Vectors

For our null-vector problem, we do not have to generate all right-hand sides in the beginning and thus we can be more memory efficient. Also, we can generate random right-hand sides in increasingly small subspaces in the following fashion, so that the LSQR iterations might be reduced.

With a slight change of notation, suppose we have obtained the first null vector $r_{1}$ normalized so that $\left\|r_{1}\right\|=1$ from the solution $y_{1}$ of $\min _{y}\left\|A^{T} y-c_{1}\right\|$. To obtain the second null vector, we choose a nonzero vector $c_{2} \notin \mathcal{R}\left(A^{T}\right)$ and $c_{2} \perp r_{1}$. Then the residual $r_{2}=c_{2}-A^{T} y_{2}$ from the solution $y_{2}$ of $\min _{y}\left\|A^{T} y-c_{2}\right\|$ is orthogonal to $r_{1}$ because

$$
r_{1}^{T} r_{2}=r_{1}^{T}\left(c_{2}-A^{T} y_{2}\right)=r_{1}^{T} c_{2}-y_{2}^{T} A r_{1}=r_{1}^{T} c_{2}=0 .
$$

Thus, $r_{2}$ is a second null vector of $A$. We can proceed to choose $c_{3} \notin \mathcal{R}\left(A^{T}\right)$ and make $c_{3} \perp r_{1}, r_{2}$ by the modified Gram-Schmidt process. Repeat the procedure to get all the null vectors of $A$.

We list the steps as algorithm MLSQRnull in Table 5.3.
In practice, to produce a vector not in $R\left(A^{T}\right)$ for a given singular matrix $A$, we simply generate a random vector: the probability of it having no component in $\mathcal{N}(A)$ is zero.

### 5.4 Numerical Experiments on Unsymmetric Systems

### 5.4.1 The PageRank Problem

In this application, we happen to know an exact eigenvalue of an unsymmetric matrix, and we wish to compute the corresponding eigenvector $x$. It is the dominant eigenvector of an $n \times n$ Markov matrix $A$ that arises from PageRank [16] (see [64] for a survey):

$$
A:=\alpha P+\frac{1-\alpha}{n} e e^{T}, \quad \alpha \in(0,1), \quad A x=x
$$

where $P$ is sparse, unsymmetric, and column-stochastic (satisfying $P^{T} e=e$ ). Note that $A$ is dense and thus not explicitly formed. Also, $A$ is both column-stochastic and irreducible (its underlying graph is strongly connected), even if $P$ is reducible. By the Perron-Frobenius theorem, $A$ has a simple maximal eigenvalue equal to 1 . The corresponding right-eigenvector $x$ is non-negative, and when normalized to unit 1-norm it is known as the stationary probability distribution of the Markov chain represented by $A^{T}$. Under the PageRank model, $x_{i}$ measures the importance of the $i$ th web page.

In practice, $P$ could have some zero columns, and then $A$ will not be column-stochastic. In this case, we can define an irreducible column-stochastic matrix $B$ of order $n+1$ and its eigenvector as follows (extending Tomlin [106] to handle zero columns in $P$ ):

$$
B=\left[\begin{array}{cc}
\alpha P & \frac{1}{n} e  \tag{5.5}\\
e^{T}-\alpha\left(e^{T} P\right) & 0
\end{array}\right], \quad B v=v, \quad \text { where } \quad v=\left[\begin{array}{c}
x \\
\theta
\end{array}\right]
$$

In essence, the graph of $B$ has one extra node that links to every other node in the graph of $P$.
When $n$ is extremely large (currently many billions for the whole WWW), perhaps the only practical approach is to apply the classical power method, as in the original paper [16].

In the following numerical experiment, we used $P$ from the harvard500 web-graph-a collection of 500 hyperlinked Harvard web pages assembled by Moler [71]. We defined $B$ using $\alpha=0.999$ and computed its eigenvector $v$ by the power method and by our least-squares approach of finding the (essentially unique) null vector of $C:=B^{T}-I$ :

$$
\begin{equation*}
\min _{y}\|C y-b\|, \quad r=b-C y, \quad v=r /\|r\| \quad x=v(1: n) /\|v(1: n)\|_{1} \tag{5.6}
\end{equation*}
$$

To improve the performance of LSQR on this problem, we used NBIN [70] to compute diagonal matrices $S$ and $T$, then solved the scaled problem

$$
\begin{equation*}
\min _{\bar{y}}\|(S C T) \bar{y}-b\|, \quad s=S(b-(S C T) \bar{y}), \quad v=s /\|s\|, \quad x=v(1: n) /\|v(1: n)\|_{1} \tag{5.7}
\end{equation*}
$$

Note that we usually cannot use two-sided preconditioning on least-squares problems, and indeed $y \neq T \bar{y}$ above, but we do have $C^{T} v=0$ in both cases (and hence $B v=v$ ).

The power method required about 650 iterations (each consisting of 1 matrix-vector multiplication) to achieve a final error $\left\|B v_{k}-v_{k}\right\| \approx 10^{-12}$, while LSQR took 115 iterations (each requiring two matrix-vector multiplications). Figure 5.1 compares $\left\|B v_{k}-v_{k}\right\|$ for the two methods. For reference purposes, Figure 5.2 is a bar-graph of the PageRank $x$.


Figure 5.1 Convergence of the power method and the least-squares approach with diagonally preconditioned LSQR (see equation (5.7)) on the harvard500 web matrix, with $\alpha=0.999$ in (5.5). $\left\|B v_{k}-v_{k}\right\|$ is plotted against iteration number $k$. This figure is reproducible by PageRankLSQR_EigsDriverScalingDummyNode4Harvard.m.


Figure 5.2 PageRank of harvard500 computed by the power method and the least-squares approach with diagonally preconditioned LSQR. Since each solution is very accurate, the figures appear identical. This figure is reproducible by PageRankLSQREigsDriverScalingDummyNode4Harvard.m.

### 5.4.2 PageRank Applied to Citation Data

Research papers are traditionally ranked by number of citations. However, if we model each paper as a web page and the citation relation as hyperlinks, we could compute its PageRank as an alternative literature ranking scheme.

Readers of a paper often follow the bibliography rather closely for further reading (they seldom pick another paper at random!). Thus $\alpha=0.999$ is a reasonable modeling parameter value. We have obtained the citation data of 531,675 sample papers available from the computer and information science digital library CiteSeer [26] as of August 2002. Figures 5.3 and 5.4 show the convergence and the computed PageRank using the power method and LSQR on problem (5.7). Although LSQR has a rather oscillatory performance on the error measure $\left\|B v_{k}-v_{k}\right\|$, it takes only $50 \%$ of the matrix-vector products required by the power method to achieve the accuracy $\left\|B v_{k}-v_{k}\right\|<10^{-6}$.

The top 20 papers in descending order of PageRank are as follows:

1. The UNIX Time-Sharing System, D. Ritchie and K. Thompson, 1974.
2. A System for Typesetting Mathematics, B. Kernighan and L. Cherry, 1975.
3. Congestion Avoidance in Computer Networks with a Connectionless Network Layer, R. Jain, K. Ramakrishnan, and D.-M. Chiu, 1997.
4. Almost Optimal Lower Bounds for Small Depth Circuits, J. Hastad, 1989.
5. Relational Queries Computable in Polynomial Time, N. Immerman, 1986.
6. Probabilistic Methods in Combinatorics, J. Spencer, 1974.
7. Discrepancy in Arithmetic Progressions, J. Matoušek and J. Spencer, 1996.
8. Generalized Additive Models, T. Hastie and R. Tibshirani, 1995.
9. Why Functional Programming Matters, J. Hughes, 1984.
10. Logic Programming with Sets, G. Kuper, 1990.
11. Shape and Motion from Image Streams: a Factorization Method, C. Tomasi and T. Kanade, 1992.
12. Privacy Enhancement for Internet Electronic Mail: Part II: Certificate-Based Key Management, S. Kent, 1993.
13. Deriving Production Rules for Constraint Maintenance, S. Ceri and J. Widom, 1990.
14. Reaching Approximate Agreement in the Presence of Faults, D. Dolev, N. Lynch, S. Pinter, E. Stark, and W. Weihl, 1985.
15. Hazard Regression, C. Kooperberg, C. Stone, and Y. Truong, 1994.
16. Dynamic Perfect Hashing: Upper and Lower Bounds, M. Dietzfelbinger, A. Karlin, K. Mehlhorn, F. Meyer auf der Heide, H. Rohnert, R. Tarjan, 1990.
17. On the Length of Programs for Computing Finite Binary Sequences, G. Chaitin, 1966.
18. Privacy Enhancement for Internet Electronic Mail: Part III: Algorithms, Modes, and Identifiers, D. Balenson, 1993.
19. Model Selection and Accounting for Model Uncertainty in Linear Regression Models, A. Raftery, D. Madigan, and J. Hoeting, 1993.
20. Set-Oriented Production Rules in Relational Database Systems, J. Widom and S. Finkelstein, 1990.


Figure 5.3 Convergence of the power method and the least-squares approach with diagonally preconditioned LSQR (see equation (5.7)) on the CiteSeer citation matrix, with $\alpha=0.999$ in (5.5). This figure is reproducible by PageRankLSQR_EigsDriverScalingDummyNode4Cite.m.


Figure 5.4 Essentially identical PageRank solutions from the methods in the preceding figure. This figure is reproducible by PageRankLSQR_EigsDriverScalingDummyNode4Cite.m.

### 5.4.3 A Multiple Null-Vector Problem from Helioseismology

Here we present a problem that arises from a helioseismology application at HEPL (the Hansen Experimental Physics Laboratory at Stanford) in 2003. Using algorithm MLSQRnull in Table 5.3, we computed several null vectors of a dense, square matrix $A$ of order $n=540,672$ and condition number $\kappa(A)=O\left(10^{4}\right)$. In this case, $A$ is defined by convolution operators for computing $A x$ and $A^{T} y$, given inputs $x$ and $y$.

Figure 5.5 shows $\left\|r_{k}\right\|$ and $\left\|A r_{k}\right\|$ for each LSQR iteration on min $\left\|A^{T} x-c\right\|$ (where $r_{k}=$ $c-A^{T} x_{k}$ ), along with the $k$ th estimates of $x(1)$ and $\|A\|$, using a particular random vector $c$. The figures for the other null-vectors are similar and thus omitted.


Figure 5.5 An application that arises from helioseismology. A is a large, dense, unsymmetric square matrix of order $n=540,672$. We compute $x=\operatorname{LSQR}\left(A^{T}, c\right)$ for a random vector $c$. The residual vector $r=c-A^{T} x$ is a null vector of $A$. This experiment was performed on a 2.4 GHz Intel Xeon Linux machine with 2GB RAM. It took 5 hours for 2,000 iterations. To reproduce this figure, run td_inversion_nullvec6.m.

## Chapter 6

## Conclusions and Future Work

### 6.1 Summary

Krylov subspace methods find approximate solutions to linear systems $A x=b$ or least-squares problems min $\|A x-b\|$. Each iteration requires one matrix-vector product $A v_{k}$ (and possibly one product $A^{T} u_{k}$ ) for a certain vector $v_{k}\left(\right.$ and $u_{k}$ ) generated by the method. This is the mechanism by which $A$ makes itself known. The $k$ th approximate solution $x_{k}$ lies in the Krylov subspace spanned by the vectors $\left\{b, A b, A^{2} b, \ldots, A^{k-1} b\right\}$ (in most cases) or by the vectors $\left\{A^{T} b,\left(A^{T} A\right) A^{T} b,\left(A^{T} A\right)^{2} A^{T} b, \ldots,\left(A^{T} A\right)^{k-1} A^{T} b\right\}$.

Table 6.1 summarizes the main Krylov subspace methods according to problem types. Our solver MINRES-QLP fills a gap by extending the symmetric solver MINRES to the case of singular or ill-conditioned symmetric systems.

Table 6.1
Problem types and algorithms. CGLS applies to the same categories as LSQR. The condition number of $A$ is denoted by $\kappa$.

| Problem | A full rank or rank-deficient |  | $A$ unknown rank |
| :---: | :---: | :---: | :---: |
|  | compatible $A x=b$ | incompatible $\min \\|A x-b\\|$ | unknown compatibility unknown $\kappa$ |
| square $A=A^{*}$ | $\pm A \succeq 0:$ <br> CG <br> $\pm A \nsucceq 0, \kappa=O(1):$ <br> MINRES <br> SYMMLQ <br> SQMR <br> $\pm A \nsucceq 0, \kappa \gg 1:$ <br> MINRES-QLP | minimum-length solution: <br> MINRES-QLP <br> LSQR <br> least-squares solution: <br> MINRES <br> SQMR | MINRES-QLP LSQR |
| square $A \neq A^{*}$ | LSQR <br> GMRES <br> QMR <br> Bi-CGSTAB | LSQR | LSQR |
| rectangular | LSQR | LSQR | LSQR |

### 6.2 Contributions

This research began with a new approach for null-vector computation, based on least-squares problems and the observation that min $\|A x-b\|$ gives a residual vector $r=b-A x$ satisfying $A^{T} r=0$.

Applications include eigenvector and singular vector computations, as an alternative to inverse iteration when an exact eigenvalue or singular value is known. Iterative solution of the singular least-squares problem converges sooner than when the solver is forced to compute an exploding solution.

The approach extends to computing multiple null vectors, and thus estimating the nullity of a sparse matrix and obtaining an orthogonal null basis (assuming the nullity is relatively small).

Our experimentation with LSQR on singular least-squares problems led us to focus on the behavior of MINRES on singular symmetric systems. We realized that MINRES computes the minimum-length solution for singular compatible systems $A x=b$, but not for singular symmetric least-squares problems min $\|A x-b\|$. The major part of our research became the development of a new algorithm (MINRES-QLP) for this purpose.

MINRES-QLP constructs its $k$ th iterate with orthogonal steps: $x_{k}^{Q}=\left(V_{k} P_{k}\right) u_{k}$. One triangular system $L_{k} u_{k}=Q_{k}\left(\beta_{1} e_{1}\right)$ is involved for each $k$, compared to the $n$ systems present in the standard MINRES computation $V_{k} R_{k}^{-1}$ (that is, the $n$ lower-triangular systems $R_{k}^{T} D_{k}^{T}=V_{k}^{T}$ ). Thus MINRES-QLP overcomes the potential instability predicted by the MINRES authors [81] and analyzed by Sleijpen et al. [96]. The additional work and storage are moderate, and maximum efficiency is retained by transferring from MINRES to the MINRES-QLP iterates only when the estimated condition number of $A$ exceeds a specified value.

MINRES and MINRES-QLP are readily applicable to Hermitian matrices, once $\alpha_{k}$ is typecast as a real scalar in finite-precision arithmetic. For both algorithms, we derived recurrence relations for $\left\|A r_{k}\right\|$ and $\left\|A x_{k}\right\|$ and used them to formulate new stopping conditions for singular problems.

TEVD or TSVD are commonly known to use rank- $k$ approximations to $A$ to find approximate solutions to $\min \|A x-b\|$ that serve as a form of regularization. Krylov subspace methods also have regularization properties [55, 53, 62]. Since MINRES-QLP monitors more carefully the rank of $T_{k}$, which could be $k$ or $k-1$, we may say that regularization is a stronger feature in MINRES-QLP, as we have shown in our numerical examples.

### 6.3 Ongoing Work

We hope to study more in depth the error and convergence analysis for MINRES and MINRESQLP in the fashion of [96]. Specifically, their $k$ th iterates $x_{k}^{M}=\left(V_{k} R_{k}^{-1}\right) t_{k}$ and $x_{k}^{Q}=\left(V_{k} P_{k}\right) u_{k}$ give some hints on better rounding-error properties of MINRES-QLP. The question remains whether MINRES-QLP is capable of delivering the level of accuracy in finite precision as expected from the norm-wise relative backward errors.

Like all solvers, MINRES-QLP is challenged by very ill-conditioned least-squares problems, including the weighted least-squares problems studied in Bobrovnikova and Vavasis [14]. The difficulties are more pronounced for matrices whose numerical rank is ill-determined. Regularization schemes [54], selective and partial reorthogonalization [85, 92, 93, 65] remain helpful. These are certainly active areas of research not restricted to symmetric problems.

Our approach in extending MINRES to MINRES-QLP may be applied to existing iterative algorithms such as GMRES and QMR for unsymmetric singular least-squares problems. Clearly, both methods need efficient estimates of $\left\|A^{T} r_{k}\right\|$ for singular least-squares problems. If GMRES without restarting is practical (in terms of memory), a modified version GMRES-QLP could compute QLP factors of the Arnoldi Hessenberg matrix at the final iteration $k$ :

$$
Q_{k} \underline{H_{k}}=\underline{R_{k}}=\left[\begin{array}{c}
R_{k} \\
0
\end{array}\right], \quad R_{k} P_{k}=L_{k}
$$

This would probably reveal rank better and thus give a more regularized solution $x_{k}=V_{k} P_{k} u_{k}$ with $u_{k}(k)=0$. But if restarting is necessary after $m$ steps (where $m$ cannot be too large), the Hessenberg matrix $\underline{H_{m}}$ need not be singular nor ill-conditioned (that is, not rank revealing), in which case QLP factors of $\underline{H}_{m}$ may not be helpful.

We are also interested in studying the convergence of $\left\|A \bar{w}_{k}\right\|$ for singular $A$ and $b \notin \mathcal{R}(A)$ in SYMMLQ. This has applications in null-vector computations.

As pointed out by Larsen [66], least-squares problems with multiple right-hand sides are less studied than linear systems with multiple right-hand sides. We would like to pursue the design of efficient algorithms for large least-squares problems with multiple right-hand sides, as suggested by Larsen in connection with his PROPACK software [65]. Such algorithms could be applied to large-scale multiple null-vector problems.

LSQR has a connection to partial least squares (PLS) [32]. We can expect similar characteristics of MINRES-QLP in the symmetric case.

Lastly, it would be ideal to estimate upper and lower bounds for the error norm $\left\|x-x_{k}\right\|$ in MINRES and MINRES-QLP using moments and quadrature techniques following the series of work published by Golub on symmetric positive definite matrices [44, 45, 48].
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