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Abstract—Linear matrix precoding, also known as vectoring, is
a well-known technique to mitigate multiuser interference in the
downlink digital subscriber line (DSL) transmission. While effec-
tive in canceling interference, vectoring does incur major com-
munication overhead and computational overhead in terms of the
transmission of idle symbols and precoder-data multiplications at
each data frame, resulting in significant energy consumption when
the number of lines is large. To facilitate energy efficient transmis-
sion, it has been recently proposed (in the G.fast standard) that each
data frame is divided into a normal operating interval (NOI) and
a discontinuous operating interval (DOI). In the NOI, all lines (or
users) are involved in a common vectoring group, which requires
a large matrix precoder, whereas in the DOI, the lines are sub-
divided into multiple small nonoverlapping vectoring subgroups
and are transmitted in a time division multiple access manner,
requiring small matrix multiplications and, thus, improving the
energy efficiency. In this paper, we consider the key dynamic re-
source allocation problems in downlink DSL: given the real-time
demands, determine the optimal transmission scheme: The opti-
mal NOI and DOI size in each data frame as well as the optimal
grouping strategy in the DOI, and optimally adjust the transmis-
sion scheme. We formulate these optimal dynamic resource al-
location problems and propose efficient real-time algorithms to
solve them to global optimality. Simulation results are shown to
demonstrate the efficiency and the effectiveness of the proposed
algorithms.

Index Terms—DSL, resource allocation, discontinuous opera-
tion, energy efficiency, dynamic programming.
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1. INTRODUCTION

IGITAL Subscriber Line (DSL) technology has been a
D popular way to provide wireline broadband access over
twisted pair copper wires of telephone networks. Recently, a
new G.fast (Fast Access to Subscriber Terminals, G.9701) rec-
ommendation [1] has emerged as a pathway to transit the copper
access into the gigabit era [2]. The centerpiece of this pro-
posed gigabit DSL technology is the Distribution Point Unit
(DPU) which serves as a gateway from the end-users to the
service provider’s network. In practice, DPUs are usually re-
verse powered by the end-users’ premises. As a result, energy
efficiency is a very important consideration in the design of
DPU [3].

As is well known, the electromagnetic interference among
lines in the same cable bundle, or the so called crosstalk, is a
major concern in DSL. This is especially true for the high fre-
quency channels in G.fast where the crosstalk is very strong [4].
Linear matrix precoding, also known as vectoring, is an effective
technology to eliminate crosstalk in the downlink DSL [5]-[7].
The application of vectoring technology can significantly boost
the achievable data rate to over 100 Mb/s when using VDSL2
(very-high-bit-rate digital subscriber line 2) in FTTX (fiber-to-
the-x) networks [7]. However, to enable vectoring, the vectored
lines must operate as a group synchronously over the same op-
eration interval with the same starting and ending time. For ex-
ample, consider the case where K lines are vectored as a group.
Let x € CK*! be the transmitted data vector, P € CX*X be
the precoder matrix for the group, H € C**X be the channel
matrix and n be the noise vector, then the received data vector
y € CK*1 in downlink transmission is

y = HPx + n. (I.1)
Here Px is exactly the signal after vector processing. To elim-
inate crosstalk, the precoder P should be chosen to make HP
diagonal. For example P can be chosen as a scaled version of
H'. Notice that even if a line j has no data of its own to transmit
(x; = 0), it still must turn on its transceiver. This is because the
precoder output of line j ((Px),) containing crosstalk signals of
other lines must still be transmitted, for otherwise the received
data y would not be interference free. Therefore, by inserting
“idle” symbols if necessary, all the transceivers of the lines in
a vectored group must be turned on in the common operation
interval even if some of the lines do not have any actual data to
send.
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Fig. 1. A data frame with only NOIL

Like other digital communication systems, the DSL data is
transmitted in a time slotted manner. A data frame is the basic
transmission unit consisting of a fixed number of symbol po-
sitions, where one symbol is one time slot. In G.fast, there are
basically three kinds of symbols: data symbols during which
actual data is transmitted, idle symbols during which no data
is transmitted but the transceiver is still working, quiet sym-
bols during which the transceiver is turned off. To save transmit
power, the number of idle symbols should be as small as pos-
sible. An example is shown in Figure 1, where each square
represents one symbol position and there are six lines and four-
teen symbol positions in the data frame. Let d; be the number
of transmission opportunities, then d; = 10,dy = 11. In this
example, seven idle symbols are inserted. Besides inserted idle
symbols, another source of major power consumption is the
vector processing step where the data matrix X (see Figure 1)
is multiplied by the precoder matrix P during the transmission
of each data frame. This precoder-data matrix multiplication in-
curs significant energy consumption when the number of lines
is large.

A. Discontinuous Operation (DO)

To enhance the energy efficiency, G.fast has proposed a
mechanism called Discontinuous Operation (DO). With the
introduction of DO, each data frame is further divided into
two transmission intervals: a Normal Operating Interval (NOI)
and a Discontinuous Operating Interval (DOI). In the NOI, all
lines are involved in a common vectoring group. In the DOI, the
lines with remaining untransmitted data symbols are grouped
into non-overlapping subgroups, and vector processing is per-
formed within each subgroup so that crosstalk cancellation is
maintained among the members in each subgroup. To eliminate
cross-subgroup interference, the data transmission in the DOI
are arranged in a TDMA (Time Division Multiple Access) man-
ner. A feasible DO scheme of the case in Figure 1 is given in
Figure 2: the first eight time slots constitute NOI during which
all six lines are vectored together, the remaining six time slots
constitute DOI during which the transmission of the three sub-
groups are scheduled in sequence. In this way, no idle symbols
are needed in the transmission of user data in this data frame.
Furthermore, notice that the precoder matrix for each subgroup
has a smaller size than that of the large precoder used in NOI for
all the lines. Thus, the total computation cost of the precoder-
data matrix multiplications in NOI and all subgroups is smaller
than what would be required if all lines are vectored in a sin-
gle group. In this way, the energy efficiency is significantly
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A feasible DO scheme of the case in Figure 1.

improved. In the examples considered above (Figures 1 and 2),
the effect of DO is obvious. Without DO, vectoring requires
seven idle symbols and multiplying the precoder P, € C6*6
with the data matrix X € C®*!! In contrast, using the DO strat-
egy described in Figure 2, no idle symbols are needed; moreover
the number of multiplications is reduced: multiply P, € C®*¢
with the data matrix Xy € C%*® during NOI, and multiply the
precoder P; € C2*2 with the data matrix X; € C2*3 in sub-
group 1 of DOI, the precoder Py € C2*? with the data matrix
X, € C%*2 in subgroup 2, the precoder P3 € C with the data
matrix X3 € C in subgroup 3. Since multiplying n x n with
n x m complex matrices requires 4n>m scalar multiplications,
the number of scalar multiplications is reduced from 1584 to
1236 with the introduction of DO.

B. Design and Adjustment of DO Scheme

For frames with different demands, the optimal DO patterns
(in the sense of having the minimum energy in vectoring) will be
different. In this paper, DO pattern refers to the parameters that
fully describe the DO scheme: the duration of NOI, the grouping
strategy in DOI, and the transmission duration of each subgroup
in DOLI. To design DO transmission, we need to consider several
issues:

1) given the number of data symbols of all lines, partition

the frame as NOI and DOI,

2) assign each line with remaining untransmitted data sym-

bols to a subgroup;

3) arrange the transmission interval for each subgroup in

DOI in a TDMA manner.

Notice that once the grouping strategy changes, the precoders
for the new subgroups must be computed accordingly. However,
computing a new set of precoders and configuring the parame-
ters are time consuming. Consequently, it is infeasible to adjust
precoders and grouping strategy at frame rate. To reduce energy
cost without changing grouping strategy frequently, we con-
sider adjusting the durations of NOI and the subgroups in DOI
in response to the traffic flow condition (or demands), while
still maintaining the use of the existing DOI grouping strat-
egy. Consider the example in Figure 3 where the number of
data symbols are changed from those in Figure 2. If using the
same DO pattern as Figure 2, it is infeasible to arrange the data
transmission in a TDMA manner, because the sum transmission
duration of the three subgroups exceeds the duration of DOI.
To enable feasible transmission, either the durations of NOI and
the subgroups need to be modified or the grouping strategy need
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Fig. 3. The previous DO scheme becomes infeasible when demands change.
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Fig.4. A feasible DO scheme is obtained by only adjusting the NOI duration.

to be re-designed. In this case, if keeping grouping strategy un-
changed while increasing the NOI duration by one symbol, a
feasible DO scheme is obtained at the cost of one inserted idle
symbol in NOI, as Figure 4 shows. Such adjustment requires no
change in vectoring precoders. Of course, significant changes in
traffic condition may require the re-design of the DO grouping
strategy. In practice, it is natural to adjust the durations of NOI
and the DOI subgroups while maintaining the grouping strategy
in the short time scale, and to design the new grouping strategy
in the long time scale.

C. Existing Works

Many studies focused on optimizing the transmit power of
DSL users [8]-[10], while few works discussed scheduling
problems related to DO as G.fast standard has just been ap-
proved recently. Reference [11] considered DO with only one
subgroup in DOI, disregarding the time shifting arrangement.
It also ignored the effect of the group operating time on the
energy consumption in a data frame by just assigning two con-
stants to the energy consumption in the operating state and the
sleep state respectively. To enhance the energy efficiency, it
proposed a method of muting precoding output; however there
exists residual crosstalk in that way and the benefits of vectoring
are lost. Another method was proposed in [11] where a virtual
precoder input is introduced. While the effectiveness of vector-
ing is maintained in this way, it does require recalculation which
is a significant drain on energy.

D. Summary of Contributions

In this paper, we study the real-time resource allocation prob-
lems for next generation DSL systems: (1) given the real-time
demands, determine the optimal NOI duration as well as the
optimal grouping strategy in DOI; (2) optimally adjust the du-
rations of NOI and DOI subgroups while keeping the grouping
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strategy unchanged. We present novel formulations for these
problems and propose efficient real-time algorithms that can
solve the formulated integer optimization problems to global
optimality. In particular, we formulate the problem of DO pat-
tern design as a nonlinear integer program. By exploiting the
problem structure, we propose an efficient dynamic program-
ming (DP) algorithm to compute the global optimal solution
of this problem. Moreover, we formulate the problem of DO
pattern adjustment as an integer linear program, and derive a
closed form optimal solution of this problem. In this work, we
focus on network layer scheduling problems and do not con-
sider explicitly the physical layer elements. To our knowledge,
these are the first mathematical formulations and algorithms for
the optimal dynamic resource allocation in downlink DSL. We
report numerical results to verify the efficiency of the proposed
algorithms.

II. DESIGN OF DO PATTERN
A. Problem Formulation

In this section, we consider designing the optimal DO pattern
in a data frame. Consider a system with a total of K lines. Each
line ¢ has a pre-allocated demand d;, which is measured by
the number of symbol positions. We assume the number of data
symbols to be transmitted equals the given demand, i.e., d; = d;.
Let M, denote the length (the number of symbol positions) of
the data frame, z( denote the length of NOI, and L denote the
total number of subgroups in DOI. For subgroup ¢, let u, be
the group size (the number of members), =, be the group length
(the transmission duration of the members in the DOI). See
Figure 5 for an illustration. The summary of the notations are
listed in Table I.

The total operating time should not exceed the duration of the
data frame due to the TDMA arrangement in DOI. This implies
that the sum of group lengths should not exceed the length
of DOI:

1+t ap < Mg — . (IL.1)

The total number of active symbols in a data frame is Kz, +
S™F | ugxy, while the total number of data symbols is °% | d;.
Their difference is the number of idle symbols. According to the
definition, the energy cost of an idle symbol can be estimated by
the consumed energy of a working transmitter during one idle
time slot. Assume each idle symbol consumes an equal amount
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TABLE I
SUMMARY OF NOTATIONS

K number of lines
Mgs number of symbol positions per data frame
d; (given) pre-allocated demand of line ¢
d; number of data symbols (transmission opportunity) of line ¢
L number of subgroups in DOI
xo length of NOI
Ty group length of subgroup ¢ in DOI
wp group size of subgroup ¢ in DOI
a; index of the subgroup to which line ¢ is assigned
Ps energy consumption of an idle symbol
Pe energy consumption of multiplying two scalars
B constant 4p./ps
Se state when the first £ subgroups have been formed
T(S¢,u) | achieved state moving from Sy via a decision u
R(Sp,u) | stage cost of moving from Sy via a decision u
D(Sy) decision space at state Sy
F*(Sy) the minimum cost of moving from Sy to a target state

of energy p, (Watts), then the consumed energy of transmitting
the idle symbols can be expressed by

L K
ps | Kxg + ZWW — Zdi
(=1 i=1

Another major source of energy consumption is the multipli-
cation operation. Note that multiplying two matrices A € C"*"
and B € C"*™ requires 4n*m scalar multiplication operations
and n(4n — 2)m addition operations.! Since the energy cost of
one addition is much cheaper than that of one multiplication, we
ignore the cost of addition operations. Let p. (Watts) denote the
consumed energy required to multiply two scalars. Notice that
the size of the precoder matrix P, for subgroup ¢ is u, X u, and
the size of the data matrix X/ is u, X x,. Then the total energy
consumption of multiplying the precoder and data matrices for
all groups in a data frame can be expressed by

(I1.2)

L

Pe 4K2$0 —|—Z4U?Jf[
(=1

(IL.3)

Then the total energy consumption in vector processing is the
sum of (II.2) and (IL.3), i.e.,

L K
P = ps | Kxg +Zugx4 _Zdi
(=1

i=1
L
+ 4p, K%z + Zu?w
(=1
Let 3 = 4L Then without loss of generality, we can replace
the above cost function by

L K L
P=|Kux JrZu(ngZd,; + 0 K2:170+Zu?x(g
(=1 i=1 (=1

(IL.4)
Suppose any line can only join at most one subgroup in DOIL.
We introduce an integer vector a = (aj,...,ax )’ to denote

Notice that zero elements in the matrices do not contribute to computational
cost. To simplify the problem and make it tractable, we do not consider this
factor in the counting.
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the grouping strategy, where a; € {0,1,..., L} is the index of
the subgroup to which line ¢ is assigned. Here we set a; to 0 if
line ¢ transmits data only during NOL. If a; # 0, then d; > x
and the total length of subgroup a; is o + x,, , thus

di <x9+ x,,, foranyiwithd; > zg. (I1.5)

By the definitions of u, a; and L, we have following constraints:

uy = the number of i’s witha; = ¢, V/, (11.6)

L =maxa;, 0<a; <L, Vi (IL.7)
Suppose the transmission order of subgroups in DOI makes no
difference, then the DO pattern can be completely described by
(xp,a,x).

Suppose the transmission opportunity is given by the pre-
allocated demand vector d = d, we wish to minimize the energy
consumption P in (IL.4), which includes both the communica-
tion cost (transmitting the idle symbols) and computational cost
(multiplying the precoder and data matrices). The corresponding
DO pattern design problem is given below.

minimize P
(IL1), (IL5), (I.6), (IL7),
Vi, L.

subject to

iL'(),L,‘T[,U/j,ai € Z+7 (119)

B. A Dynamic Programming Algorithm for DO Pattern Design

Recall that the vector a indicates the grouping strategy. As
all the variables are integers, and the constraints (IL.5)—(I1.7)
are rather complex, directly searching for the optimal solution
(zj,a",x*,u*, L*) of problem (II.8) is not easy. Our algorithm
is built on the analysis of the problem structure. Specifically,
the vector a is in fact closely related to u when =z is fixed,
and a* can be obtained by searching for u*. This is illustrated in
Corollary 1. The following lemma presents a crucial insight into
the relationship between group length vector x and transmission
opportunity vector d.

Lemma 1: There is an optimal solution of the DO pattern
design problem (9) with the property that

d; > dj > x) = X, > Ta, - (I1.9)

In other words, in this optimal solution, a line with larger trans-
mission opportunity is placed in a subgroup in DOI with longer
group length.

Proof: Suppose (zg,a,x,u,L) is an optimal solution of
problem (9) such that there exist two lines 4, j withd; > d; > x
and z,; < x,;. We will show that exchanging the group indices
of lines ¢ and j will result in another optimal solution. Without
loss of generality, we assume a; = 1,a; = 2. Let us exchange
their group indices and define another assignment a’ (see Fig-
ure 6):

a;:Q,a;:l,&l’lda;&.:ak,Vk#iaj'

Denote the group length vector and group size vector corre-
sponding to &’ by x',u’. Since d; < d; < z1 + x¢ < z2 + X0,
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Fig. 6. Proof of Lemma 1: exchange the group indices of lines ¢ and j.

by the definition of a’ we have
u = u, (IL.10)
¥y <z, andz) =z, VLF£ 1. (IL11)

It follows that a’ is a feasible grouping vector.
Let us compare the values of P under a and a’:

P(xg,a',x',u', L) — P(x0,a,%x,u, L)

L L L L
= (Zu}x% +ﬁZu}2z}> — (Zw:ﬁg —|—ﬁZu?w>
=1 =1 =1 =1

(14 Buy)uh ) + (1 + Bub)ubah)
— (14 Buy)urzy + (1 4 Pug)usxs)
= (14 Buy)uy (2} —21) <0.

In this way, we obtain a feasible assignment a’ such that
the corresponding x’ satisfies the property (IL.9) and P(xq,
a',x',u,L) < P(xp,a,x,u,L). Hence, (xp,a’,x',u,L) is
an optimal solution of problem (IL.8) satisfying the
property (IL.9). ]

Corollary 1: Given a demand vector d and a fixed x, there
exists a way of mapping the group size vector u to the grouping
vector a and the group length vector x such that (a,x,u) is a
feasible solution of problem (IL.8) as long as u is feasible.

Proof: By re-indexing the lines if necessary, we assume with-
out loss of generality that the entries of d are ordered:

d;Zdj, Vi<j.

Lete=(d —z9)+4+ = (e1,..., eK(Z.U))T, where the operator
(z)4 4+ retains the positive entries of z in the original order
and K (x) is the length of e. Lemma 10 implies that in an
optimal grouping, the lines with larger demand are assigned to
subgroups with longer lengths, i.e., d; > d; > xy implies z,, >
T, - Thus, for any integer vector u = (uq, ... ,uL)T S Zf_+
that Z/,L:1 uy = K(x), the grouping vector a can be uniquely
determined as follows:

a;j =10, fori=U_1+1,...,U, (IL12)

where Uy := Z§:1 u; and Uy := 0. See Figure 7. The group
length can also be determined from

Ty = max ej = ey, +1, VL. (I1.13)

jiaj=¢

As long as the constraint xy + Zle xp < My, is satisfied, the
grouping strategy given by (13) will be feasible. In this way, the
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Fig. 7. Determine grouping strategy (a) from group size u when z is fixed.

group size vector u determines a unique grouping vector a and
the group lengths x. ]

In the remainder of the paper, we assume without loss of
generality that d; > d; for any ¢ < j. For a fixed x(, denote the
number of remaining untransmitted data symbols as

e(rg) :=(d—z0)y4 € fo”,

(IL.14)
where K (zy) is the number of positive entries in d — x.
The length of unoccupied portion in the frame is denoted by
d(xg) := Mys — xo. Since xy is fixed, all the lines with d; < xg
(lines K (x0) + 1 to K) will only transmit data during NOI, the
problem then becomes to optimally group the lines 1 to K ()
and schedule the transmission of the remaining data symbols in
a TDMA manner within DOI. For a fixed x, let us denote the
optimal grouping strategy as a*(z ), the optimal group lengths
as x*(xz), the optimal group sizes as u*(x) and the minimum
energy cost as P*(zg). By Corollary 1, we only need to search
for u*(zy), then a*(x) and x*(x() can be obtained from (13)
and (14) respectively.

Notice that the objective function P can be written as the sum
energy consumption of the subgroups in DOI and the energy
consumption in NOI:

L

P=P+> P,
(=1

(IL15)

where P, is the energy consumed in NOI, P, is the energy
consumed by subgroup ¢ in DOL. For a fixed z, the value of I
is fixed since

Py = Py(zg) = Z (zo — d;) + BK?xy. (11.16)
Zd7 SI(]
The value of P;(¢ =1,..., L) is given by
Py=Piziu) =Y (o —e) + fuiz,,  (L17)

ia; =10
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where z, is given by (II.13). Therefore, for a fixed x(, problem
(I1.8) can be reformulated as

L
minimize g(u) = Py(xp) + Z Pz, ur)
(=1
subjectto x; = (e(xo))UHH, (=1,...,L,

L = length(u),

weZl. ., =1,...1L, (IL18)

where length(u) represents the number of entries in vector u.
By Corollary 1, u*(x) is an optimal solution of (I.18) and
g(u(z0)) = P* (o).

Next we propose a dynamic programming (DP) algorithm
[12] to solve (II.18). Dynamic programming breaks a multi-
stage decision problem into simpler stages and keeps track of
the evolving of states. We select the group size vector u to be
the control variable.

State space: Let us first define the state space. We denote the
state when the first ¢ subgroups have been formed with the sizes
of uy,...,us by

Se = (U, Xy), (I1.19)

where U; := 22:1 ug, Xy := 2’2:1 x.. Under state Sy, lines
1+ Uy to K(xg) are to be grouped and the occupied length
of DOI is X,. The initial state Sy(x¢) = (0,0) is fixed and
the target state has the form of S*(zy) = (K (x¢), X*(x0))
where X*(x¢) < d(xg), X*(x0) € Z. The state space can be
expressed by

¢

T s
[ ks

‘
S(z) == {Sz = U, X0) | U, = Zkzlu’k7X[ = Z
0<U <K(20),0< Xy < (o), xp,ur € 2y,

k:l,...,£7€ez++}.

Decision space: For any Sy = (Uy, Xy) € S(xp), let us de-
note the decision space at state S; as D(Sy). Suppose we
are at state Sy, a decision of w € D(Sy) will transit us to a
new state denoted by T'(S;,u). Obviously, we should have
T(Se,u) € S(xp) for any u € D(Sy). In the following, we an-
alyze the decision space D(Sy) under three cases.

e If Uy = K(x9) and X; < §(z0), then Sy is a target state

and D(S;) = 0;

o If Uy < K(x) and X; + ey, +1 > d(z0), then no more
subgroup can be formed, i.e., D(Sy) = (J; moreover, ac-
cording to the property (10), the lines Uy + 1 to K ()
should all join subgroup /;

o If Uy < K(x0) and Xy + ey, +1 < d(xp), then the size
of the next subgroup (¢ -+ 1) can be any positive in-
teger without exceeding K(x¢) — Uy, ie., D(S¢) =
{1,...,K(x9) = Us}.

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 65, NO. 16, AUGUST 15, 2017

The complete expression of D(S;) is shown in the following
equation.

D(S)f (Z), if U[:K(xg)ong—l—eU[_H >(5(l‘0),
YT K () — U,

otherwise.

(11.20)
Correspondingly, the obtained state after moving from S, via
a decision u € D(Sy), i.e., Seyv1 =T (Se,u) = (Ups1, Xes1)s

can be expressed by the following two equations.

K(xgy), if D(Sy) =0,
Urir = Up1(Se,u) = , (I1.21)
Uy +u, otherwise,
Xy, if D(Sy) =0,
Xoy1 = Xe11(S0) = (1122
X¢+ew,+1), otherwise.

Stage cost: Let R(S¢,u) be the stage cost, which refers
to the cost of moving from Sy to T'(S¢,u) via the decision
uw € D(Sy). If D(Sy) =0 and S, is not a target state, the re-
maining unassigned lines will be grouped into subgroup ¢, and
R(Sp,u) is exactly the energy cost contributed by the new
members in subgroup ¢. In particular, u, will be updated by
uy =uy + (K(x¢) — U) and

R(S[,U) = R(S{/) = P/{(IE(),U}) — H(SE({,U({)
K (x0)
= Z (z¢ —e;) + B(u} — ui)zy. (I1.23)
j=U;+1

Otherwise, if D(S;) # 0, the stage cost equals the energy con-
sumption of the newly formed subgroup with the size of wu,
which is given by Py, i.e.,

Ui

Z (Ter1 —€j) + Bulzppy.

j=14+U;

R(Si,u) = Pryi(xo41,u) =

To summarize, the expression of R(Sy,u) is
07 if UZ = K(Z‘()),

Ui .
R(Stsu) = 4D yv (Pee1 =€) + B if D(S) D,

ZK(JUU) (33‘ . )—‘rﬁ( 2 2) th .
PRl €; u; — uy )xe, otherwise.
(I1.24)
With the above discussions, problem (II.18) can be presented
as a multi-stage decision problem: consider a sequence of deci-
sions uq,...,us,...,u; which generates a sequence of states
in S(x):

Sl = T(S()(‘T(])vul)v "'7Sf+1 = T(S[,U(+1),
.. .,SL = T(SL,l,uL) = S*<.’L‘0)7

with the cost of P(u) = 37, R(S;_1,us), find the optimal
decision sequence such that the cost is minimized. To solve the
problem by dynamic programming, we need to establish the
Bellman equation which breaks the problem recursively into
simple subproblems.

Bellman equation: Let f*(.S;) be the minimum cost of mov-
ing from Sy € S(xy) to S*(xzy), which is exactly the energy



ZHANG et al.: DYNAMIC RESOURCE ALLOCATION FOR ENERGY EFFICIENT TRANSMISSION IN DIGITAL SUBSCRIBER LINES

TABLE II
THE ALGORITHM TO COMPUTE THE RECURSIVE FUNCTION f*(.Sy)

Step 1. If Uy = K(x9),
output f*(Sy) = 0;
Else
compute the decision space D(Sy) by (I1.20), go to step 2;
Step 2. If D(Sy) = 0,
compute R(Sy) according to (IL23);
output f*(Se) = R(Se);
Else
2o to step 3;
Step 3. x¢p11 = ey,
For each i € D(Sy)
u =1,
compute R(Sg,u), Sgr1 = T(S¢,u) and f*(Sey1);
vi = f*(Seq1) + R(Sp, w);
End
output f*(Sy) = minw.

consumption associated with the optimal grouping of the lines
U, + 1 to K(xp) and scheduling their transmissions in the re-
maining d(xo) — X, symbol positions. Let f*(u | S;) be the
minimum cost of moving from Sy € S(zy) to S*(zo) with the
first decision being u. Then by the definitions of f*(S;) and
f*(u | Se), the following equation holds:

f*(S¢) = min )f*(u | S¢), VL

(I1.25)
ue D(S(

Notice that to achieve f*(u | S¢), the transition from Sy to
S*(x) is divided into two steps: first transit S; to T'(Sy, u)
with the cost of R(S;,u), second transit T'(Sy,u) to S*(x)
optimally with the cost of f*(T(Sy,u)). The corresponding
mathematical relationship is given by

(] Se) = R(Se,u) + f(T(Se,w)). (11.26)

Combining (26) and (27) we can obtain the Bellman equation:

F(S) = min {R(Su)+ £ (T(Sw)}. Ve aL27)
which provides the recursive relationship with respectto f*(.Sy).
As described above, the new state T'(S;, u) is given by (IL21)
and (I1.22), the stage cost function R(Sy, ) is given by (I1.24),
and the Bellman equation is defined in (I.27). By the Bellman
equation, the computation of f*(.Sy) can be implemented in a
recursive manner, which is shown in Table II. Recall that

f1(So(@0)) = g(u*(20)) = P*(20),

therefore P*(x) can be obtained from f*(Sy(z)).

Finally, to solve the DO pattern design problem (IL.8), we
only need to execute the DP algorithm for each feasible value
of xy. The framework of our algorithm to solve I1.8) is: for
each feasible value of x(, obtain the optimal grouping strategy
by the DP algorithm, then obtain P* from min,, P*(x). See
the complete algorithm for DO pattern design in Table III. The
global optimality is guaranteed since for each subproblem with
a fixed value of x, the obtained solution a* () is optimal, see
Proposition 1.

Proposition 1: The DP algorithm in Table III gives an opti-
mal solution of problem (II.8).

(IL.28)
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TABLE III
THE DP ALGORITHM FOR OPTIMAL DO PATTERN DESIGN

Input: d (=d)
For each feasible xq
compute e(zg) according to (I1.14);
Tl = €1;
For u; € D(So(zto))
compute R(So(z0),w1) according to (I1.24);
compute S1 = T'(So(xo),u1) and f*(S1);
fr(ur | So(zo)) = f*(S1) + R(So(wo), u1);
End
P*(z0) = min f*(u1 | So(wo));
End
P* = min P*(x);
zf = arg rr%gn P*(zo).

Proof: Since the optimal value of (I1.8) P~ satisfies:
P*= min

P =min min P = min P*(z),
a,x,u,r(,L

Ty a,x,u,l )
and P*(x) can be obtained by the DP algorithm in Table II,
then the output of Table III gives the optimal value P*.

Complexity of the DP Algorithm: By the definition of the state
space S(zo ), there are at most K ()0 (o) states per stage. The
number of legitimate transitions from the initial state to a target
state is at most K (zg ), thus the number of states that the DP al-
gorithm searches is at most K ()3 (x¢) X K (x¢), which canbe
upper bounded by K2 M. By the expressions of decision space
in (21) and stage cost in (25), the size of D(.Sy) is at most K (x)
and the computation of R(S¢,u) takes O(K (z()) operations.
Then the total computation of the stage costs has a complex-
ity of O(K) x O(K) x O(K?*Mys) = O(K*Myy). According
to the Bellman equation (28), the computation of f*(S;) takes
O(K) operations per state once the R(S,u) are computed.
Therefore, the DP algorithm to compute P* () has the polyno-
mial time complexity of O(K* My,) + O(K?My,) x O(K) =
O(K4Mds). Since 1 < xy < My, searching over z, gives
another factor of My, therefore the complete algorithm for
DO pattern design has the polynomial time complexity of
O(K*M3,).

Extension: Actually, if it is allowed to modify the given de-
mands in a certain range, we can jointly reshape the pre-allocated
demands and design the optimal DO pattern at the same time.
In particular, the formulation (IL.8) and the DP algorithm as-
sume d = d is fixed. For joint DO pattern design and demand
adjustment, we can additionally let d be an optimization vari-
able which varies around the given demand vector d. This joint
design can further reduce energy consumption. See the details
in Appendix B.

III. ADJUSTMENT OF DO PATTERN

Implementing a new DO pattern is not cheap since a new
set of precoders needs to be generated and configured, which
is time consuming. In practice, it is necessary to fix the group-
ing strategy and adjust only the durations of the subgroups in
DOI as well as the duration of NOI, while the goal is still the
minimization of energy cost. The grouping strategy (precoders)
can be kept unchanged unless a sufficient time has lapsed and
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the traffic condition has changed significantly to warrant a new
grouping strategy.

In this section, we consider optimally adjusting the durations
of NOI and the subgroups in DOI as well as the given demands
while keeping the members of each subgroup in DOl unchanged.
We formulate the problem as an integer linear program and
provide a closed form optimal solution for this problem.

A. Problem Formulation

For an existing grouping strategy, we denote L as the number
of subgroups in DOI, G, as the index set of the members in
subgroup /:

Go=Tlilai=10}, ¢=1,...,L,

and Gy as the index set of the remaining lines that only transmit
during the NOI:

Go=1{ila;=0}={1,...,K}\ UL G,.

Different from the DO pattern design problem where we take
the number of data symbols to be transmitted as the given pre-
allocated demands (i.e.,d = él), we will set d as a variable and
optimize it in a range around d to further reduce energy con-
sumption. The reasons are two folds. First, the instantaneously
pre-allocated demands d may not be very accurate (they are
estimated from traffic prediction, channel condition, and buffer
status information, etc.). Second, the use of buffer makes it pos-
sible to transmit slightly more/fewer data than the estimated
demands, which in turn can lead to additional energy saving
when the demands in each group are made more uniform. This
motivates the following constraint:

max{din, a1d;} < d; < min{ood;, My}, Vi,  (IL1)

where dyi, € Zy, a1,y are predefined constants and 0 <
a; <1 < ay. Here the “min” and “max” operators ensure each
d; satisfies dpy,i, < d; < My, (e.g., dyin = 1). A special case
when a; = ap = 1 will require the allocated transmission op-
portunities exactly follow the given demands. In practice, the
values of a; and aw should be properly to ensure buffer sta-
bility. Letting oy < 1,2 > 1 in (III.1) allows the demands of
different lines to be jointly adjusted, and can result in additional
energy saving (see Section I'V).

To minimize the energy cost P in (5), we consider the fol-
lowing optimization problem:

minimize P

(IL1), (IIL1),

di <xz,Vie Gy,

di <zg+a,VieGyl=1,...,L,
diyxe,xg € Lo Ni,0=1,..., L.

subject to

(111.2)

Notice that problem (III.2) is the same as DO pattern design
problem (I1.8) except that:
i) the grouping strategy is fixed and given by {G/ }_| rather
than the optimization variable a;
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ii) the constraints describing the relation of the number of
data symbols and the group length are formulated as

d; < z,Vi € Gy,
{d,; <zg+x,Vie G, {=1,...,L.
iii) a box constraint on d is added:
max{dmin,ozl(zi} <d; < min{agd,v,MdS},i =1....K.

This constraint is used to reshape given demands in order
to further reduce energy cost while staying close to the
pre-allocated ones. If a; = as = 1, we have d; = (fi for
all ¢. In this case, it is relatively simple to obtain an optimal
solution of problem (III.2). Since the grouping strategy and
demands are given, we only need to compute the minimal
group length x; needed for each subgroup ¢ when x; is
fixed. However, energy cost can not be further reduced
with the fixed demands in this case.

B. The Algorithm for DO Pattern Adjustment

The problem (II1.2) is an integer linear program with respect
to d, x and x. Generally speaking, integer linear programming
problems are NP-complete [13], thus difficult to solve them to
global optimality. Surprisingly, we derive a closed form optimal
solution of the integer linear program (III.2). We further extend
the closed form solution to the case where the objective function
P is in a more general form.

To solve (II1.2), a key observation is that when x, x are fixed,
the optimal value of d; can be uniquely determined by:

d; = min{x, |a2d;]}, i € Go, (I11.3)

df = min{x, + xo, |ond; |}, i€ G, 0=1,...,L. (IIL4)

The above two equations imply that the optimal solution
(d*,x*, x) can be derived from x*, xj;. Due to a hidden mono-
tonicity in the problem, the optimal value of x is actually the
minimum feasible value of xy (see Proposition 2). To calcu-
late the minimum feasible solution of x(, we first define the
notations:

Ay = max{dyn, max foqciﬂ},f =0,1,...,L,
jeG

then obtain tighter bounds for x,z, from the constraints in
problem (II1.2):

Zo Z di Z max{dminv [alczi]}7Vi € GOa

= 9 > Ao, (IIL.5)
2+ @9 > di > max{duin, [o1d;]},Vi € Gy,
= xy > max{A; — x9,0},V{=1,..., L. (I11.6)

Notice that another constraint relating to x, x is the time lim-
itation constraint: xy + E[ xy < M. Substituting x in this
constraint by its lower bound given in (35), we have

L
Ty + ZmaX{Ag — 0,0} < Mys.
(=1

(11L.7)
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TABLE IV
A CLOSED FORM SOLUTION OF DO PATTERN ADJUSTMENT

Input: d, a1, s, {Gy}
0. Ay = max{dmin, maxjeq, [o1d; |}, £=0,...,L;

1. 29 = Ap;
2. while  ¢(zo) > Mys
ro =0 + 1;

3. zp =max{0,Ay —zo},L=1,...,L;
4. d; = min{xo, |aad;|} for i € Go;
d; = min{z, + xo, |aad; |} fori € Gy, £=1,..., L.

Let ¢(z) ==+ >}, max{A; — z,0}, then the minimum
feasible value of xy just equals Zj:= min{xz | ¢(x) <
Mys,x > Ag,x € Z} (see the proof of Proposition 2).

The algorithm for solving problem (III.2) is given in Table I'V.
It is obvious that the algorithm is easily implemented. Moreover,
notice that ¢ is a convex function, we can apply bisection method
to find Z to further reduce the computational complexity when
My, is large. For space reasons, we omit the details in the paper.

For a fixed value of x, let P*(x() denote the optimal value of
(II1.2). Proposition 2 establishes the optimality of our algorithm.

Proposition 2: P*(x() is nondecreasing with . The algo-
rithm in Table IV gives an optimal solution of problem (IIL.2).

Since P* () is nondecreasing with x, the minimum feasible
value of z is actually the optimal z;. For a different objective
function, Proposition 2 still holds as long as the nondecreasing
property of P*(x) is maintained. We extend our conclusion in
Proposition 3. The objective function in problem (III.2) is actu-
ally a special case of P in (II1.8) where the constants «y, cvy, B¢
are determined by K, 3, u,. The proof of Propositions 2 and 3
are relegated to the Appendix A.

Proposition 3: 1If the objective function in problem (31) has
the form of

L
P=C Z (Io —Oz()di) +Zﬁz Z (l‘o + xy —Oégdi) ,
i€Gy (=1 i€Gy
(I11.8)
where C, ap, ay, B¢ (¢ =1,..., L) are positive constants and
ap <1, ap < 1 for all £. Then the algorithm in Table IV still
gives an optimal solution of problem (31).

Complexity of the Algorithm: As Table IV shows, the algo-
rithm for DO pattern adjustment is in closed form. The step 2
checks at most M, values of x. The other steps in the algorithm
just directly compute the value of the optimal solution. Thus the
algorithm in Table IV has a linear complexity of O(Mys). If
replacing step 2 by the bisection algorithm, then the complexity
can be reduced to O(log, (Mys)).

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
DRA algorithms. We will first show the result of optimal DO
pattern design, then simulate the schedule of data transmission
in a relatively long period of time. To simulate the pre-allocated
demands for each frame, we generate the incoming traffic rates
by the FARIMA (fractional autoregressive integrated moving
average) model and then generate d; by the traffic rate and
buffer state via a scheme provided by Huawei. The FARIMA
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process is able to account for long-range dependence which is
an important property of internet traffic [14].

A. Simulation of DO Pattern Design

We will compare our algorithm with three simple algorithms:
(1) transmission only in NOI, which implies all the lines are
grouped in a common group; (2) transmission in NOI and DOI
with only one subgroup; (3) divide the lines into equal-size sub-
groups, fix the grouping strategy and schedule the transmission
by solving problem (31) with oy = s = 1. For simplicity, we
call algorithm (1) as “No-DO” algorithm, (2) as “1-DOgroup”
algorithm and (3) as “Equal-size-group” algorithm. The No-DO
algorithm is very easy to implement. To find the optimal solu-
tion of the 1-DOgroup algorithm, we will also first calculate the
objective value P(z) for each feasible value of x,, which is
easy since all the lines with untransmitted data symbols will join
the single DOI subgroup after the duration of NOI (z) is deter-
mined; then we obtained the solution of 1-DOgroup algorithm
from min,, P(x,) by enumeration.

We consider the DO pattern design for X = 16 lines in 100
data frames, where M,;, = 32 and the duration of each frame is
set to 1 millisecond. For Equal-size-group algorithm, we divide
the lines into 4 groups, each consisting of 4 lines with the
closest mean demands. Figure 8 shows the statistic of energy
saving when 3 = 0.001, 0.01. The energy saving is defined as
P~ where P* is the global optimal value given by the DP
algorithm and P is objective value returned by the other three
algorithms. From the figure we can see that compared with
the three simple algorithms, the energy cost returned by the
proposed DP algorithm is much smaller. Specifically, compared
with No-DO algorithm, the mean energy saving reaches 70%
when 5 = 0.001 and 62% when 3 = 0.01. Among the three
algorithms, 1-DOgroup performs the best, which to some extent
shows the advantage of DO.

Further, we perform DO pattern design for 500,000 sequen-
tial data frames with different values of K (number of users)
and (3. Table V shows the mean energy saving (ES), maxi-
mum/minimum ES per frame, the standard deviation of ES of
the solutions obtained by DP algorithm and 1-DOgroup algo-
rithm. We can see from the table that mean energy saving de-
creases with 3 when K is fixed. The reason is that the ES in
terms of the inserted idle symbols is usually larger than that in
terms of the precoder-data multiplications.

Table VI shows the mean data symbol percentage (DSp) per
frame of the solutions obtained by the four algorithms. Here

DSp refers to the ratio of the number of data symbols and the
Sl di

’ Kaxg +ZIL:1 UpTy

Table VI we can see that the mean DSp of the DP algorithm is

over 90% in all cases. These results demonstrate the efficiency

of the DP algorithm. In the next subsection, we simulate the

DRA algorithms in a more practical scenario.

total number of transmitted symbols, i.e. . From

B. Simulation of the Algorithms for DRA

We consider the data transmission in 100 sequential super-
frames where each superframe consists of 8 frames. We as-
sume that DO pattern design can only be implemented in the
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Fig. 8. The number of frames where the energy saving is less than or equal to

£ €[0.2,0.8]. Top: 5 = 0.001; Bottom: 3 = 0.01.

TABLE V
STATISTICS OF ENERGY SAVING: DP VS 1-DOGROUP
(K, B) Mean_ES | Max_ES | Min_ES | SD_ES
(16, 0.001) 52.32% 73.78% 37.06% | 0.0604
(16, 0.01) 41.03% 51.92% 28.50% | 0.0451
(40, 0.001) 45.83% 53.76% 37.20% | 0.0370
(40, 0.01) 30.07% 38.30% 24.58% | 0.0275
(100, 0.001) 34.46% 44.15% 29.17% | 0.0184
(100, 0.01) 23.29% 30.59% 16.84% | 0.0137
TABLE VI

STATISTICS OF MEAN DATA SYMBOL PERCENTAGE IN 500,000 FRAMES

(K, B) DP No-DO | 1-DOgroup | Equal-size-group
(16, 0.001) | 93.43% | 61.22% 79.84% 71.56%
(16, 0.01) | 92.20% | 60.57% 77.61% 70.63%
(40, 0.001) | 92.81% | 61.24% 79.18% 71.76%
(40, 0.01) | 92.31% | 60.25% 78.46% 69.20%

superframe scale and the frames in a common superframe have
the same set of precoders. A new grouping strategy will be
designed in the first frame of the next superframe when the
data symbol percentage (DSp) is below a threshold 6. We set
K =16, M, = 32,3 = 0.001, and the threshold # = 90%.
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Fig.9. [B = 0.001] Data symbol percentage in the first 10 superframes. Left:

No demand adjustment is involved; Right: Demand adjustment is involved in
both DO pattern design and adjustment with vy = 0.9, g = 1.3.
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Notice that problem (IL.8) is a special case of problem (B.2)
where there is no demand adjustment, i.e., &1 = as = 1. We
will compare the obtained solutions with and without demand
adjustment involved in both DO pattern design and adjustment.
Figure 9 shows the DSp as it varies with time in the first 10
superframes. We can see that DSp increases due to the new
grouping strategy, like the 4th superframe in the left figure. By
comparing the two figures we can see that if we allow demand
adjustment (o; < 1,0 > 1) instead of strictly following the
pre-allocated demands (a; = s = 1), fewer idle symbols are
inserted and DSp is improved. Figure 10 and Figure 11 show
the cumulative distribution of DSp and energy consumption in
the 100 superframes respectively. We can see that DSp increases
and energy consumption decreases after demand adjustment is
involved. This is because that the objective function value of DO
pattern design/adjustment problem can be further reduced when
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TABLE VII
STATISTICS OF DATA SYMBOL PERCENTAGE IN 50,000 SUPERFRAMES

(K, B) Mean_DSp | Max_DSp | Min_DSp | SD_DSp
(16, 0.001) 92.42% 100% 79.32% 0.0439
(16, 0.01) 90.85% 97.19% 80.41% 0.0381
(40, 0.001) 92.05% 99.06% 81.38% 0.0304
(40, 0.01) 90.68% 97.31% 82.42% 0.0262

the corresponding feasible region is enlarged by involving con-
straint (30). Moreover, it is interesting to find that DSp increases
and energy consumption decreases with iz, meanwhile they are
insensitive to the choice of «y. These results demonstrate the
effectiveness of our proposed DRA algorithms and the benefits
of involving demand adjustment.

We further perform the DRA algorithms (with demand ad-
justment only in DO pattern adjustment) in 50,000 superframes
with different values of K and (3. Table VII shows that the mean
DSp is over 90% in all cases, which implies little energy is
wasted on idle symbols.

These simulations are implemented both in MATLAB
(R2012a) and Microsoft Visual C++ (6.0) with 1.80 GHz CPUs.
To run the DRA algorithms for atotal of K’ = 16linesin7" =100
superframes, it uses about 2 seconds with MATLAB and
2 milliseconds with C.

V. CONCLUSION

To reduce the energy consumption in vector processing for
DSL (P in (II.4)), we consider in this paper two key DRA
problems: (1) the global optimal grouping, and (2) the dynamic
adjustment of the durations of NOI and subgroups in DOI, and
propose efficient real-time algorithms to solve them. Surpris-
ingly, our work shows that the global optimal grouping strategy
can be obtained in polynomial time using dynamic program-
ming, and that the optimal adjustment of the DO pattern can be
found in closed form. The numerical results have demonstrated
the effectiveness of our algorithms. In future, it will be interest-
ing to see if the techniques and formulations developed in this
paper can be applied to other communication systems.

APPENDIX A
PROOF OF PROPOSITIONS 2 AND 3

We first rewrite the objective function P.
Case I f K > Y, uy, i.e., Gy # 0, then

L K L
P = (Kxo + Zu@w — Zdl> + 4 <K2x0 + Zu%w)

(=1 i=1 (=1

LEC;
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417( _ BQ*ZzL:luf -1 _
where 3 = =, 0 = 1—}—67](_2%:11“,040—0 ,ap = (1+
Buy) !, for all ¢=1,...,L.

Case II: Otherwise, i.e., Gy = 0, then the objective function

can be rewritten as

< Zu5> 900+Z Z (zo + @ — aud;).

7€G4

Denote the solution obtained from the proposed algo-
rithm in Table IV as (d, X, Zy), where X = (Z1,...,7;)",d =
(di,...,dg)T, P asthe corresponding objective value We will
prove P P*, thus (d, X, Zo) is an optimal solution of (II1.2).
In the following, we will consider Case I and introduce two
lemmas. For Case II, Lemma 3 and Lemma 4 also hold and the
proof is very similar.

Lemma 2: T is the minimum feasible value of xg, i.e., if
Ty = ¥ is a feasible value for (I11.2), then yy > Tg.

Proof: Since xy = v is feasible for (II.2), there exists y =

(y1,--.,yz)" which is a feasible value of x, thus
L
o+ >y < My, (A1)
=1
(IL.6) = y; > max{0, 4y —yo},{=1,...,L. (A2
Combining (A.1) and (A.2) yields
L
o+ Y _max{0, A, — yo} < My,. (A.3)
=1

The step 2 of the algorithm indicates that z( is the minimum
value of xg satisfying (A.3). Therefore, we have yy > 7. H

For any fixed y > yy and a constant « € (0,1], let f*(y |
{L;}, 4o, @) denote the optimal value of (P2) with input param-
eters {I; }, yo and a.

i — ad;)

st. y>d;,i=1,...,m

)

diGIi:[ai,bi],i:L...,m P2)

For a fixed yy and a constant « € (0, 1], let f*({I;}, yo, )
denote the optimal value of (P3) with input parameters {I; }, o
and a.

m

. ol
min ;(y ad;)
s.t. ¥y > o,

yzdiyi:]-a"'amv

diEIZ-:[ahbz-],i:l,...,m (P3)

Lemma 3: The function f*(y|{L;},v,) is nonde-
creasing with gy, and the optimal solution of (P2)
is: di(y) = min{y,b;}, i =1,...,m. An optimal solution
of (P3) is: 7 :=max{yy, max;a;}, d; := min{g,b;}, i =
1,...,m. Moreover, if it requires d;, y € Z in (P3), then (y, a)
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is still an optimal solution of (P3) after modifying the input
parameters by yo = [yo |, a; = [a;],b; = [bi], i =1,...,m.

Proof: The proof consists of three steps.

(i) Notice that (P2) is equivalent to

max d; st. y>d;,d;el; = [ai,bi]

fori =1,...,m. Thus d; = min{y, b, }.

Suppose (P2) has nonempty feasible sets with two inputs
Yy = y1,y2 and yo > y;. Then

Yo —amin{yy,b;} >y — amin{y,b;}, Vi, (A.6)
which implies that
[ 2 | {5}, 0,0) = (v | {Li}, w0, @). (A7)

This proves that f*(y | {I; }, yo, ) is nondecreasing with y.

(ii) For (P3), if y is feasible, then

y>di >a;,Vi = y > max aj,
thus y > max{yo, max; a; } = . Thus g is the minimum feasi-
ble value of .

Since f*({£i},yo, @) = miny>; f*(y | {Li}, o, o) and from
(i) we know that f*(y | {I; },vo, «) is nondecreasing with y, so
P 0) = £ | L}, 0)

(iii) Since d;,y € Z, the feasible set of (P3) is unchanged
after modifying the input parameters by taking yo = [yo ], a; =
[a;],b; = |b;]. Similar to the analysis in (i)-(ii), the conclusions
still hold. |

Proof of Proposition 2: For any i € {1,..., K}, let us de-
fine an interval

I; = [max{duin, [a1d;]}, min{[asd; |, My, }].

Let P*(yo) denote the optimal value of (31) when xy = yo, X
denote the feasible region of x,. Obviously,
P =

min P*(yo). (A.8)

Yo € Xo

Since ((_i, X, Zo) is obtained from the algorithm in Table IV, it is
easy to verify by Lemma 3 that

Z (70 — and;) = [*({Li}ieq,» o, ),
iEG()

> (@0 + 3 — audy) = f*({Li}ie, T, o), VL. (A.10)
ieGy

(A9)

For any yy € X, it can be deduced from Lemma 2 thatyy > Z,
and by Lemma 3 we have

I (o | {Li}icay s Tos ) = f*({Li}iea, » Tos ), (A1)

o | {Li}ieq, To,ae) > f*({LiYiea, , To, cu), VL.
(A.12)
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By the definitions of f*(yo | {I; }ieq,, To, or) and P*(yp),

1
P*(yo) > OTof*(yO | {Ii}ica, , %o, o)

L

1., B
+ZCTgf (ZUO ‘ {Ii}iEGz‘va’af)
=1

1 Lo
> ;Uf*({fg}ieco,fo7 ) + /Z:; ;[f*({li}ier7iOa ay)

1 ~ L q B
= 07 Z(j?o _Oéodi)‘FZCT Z(i‘g —+ Zy —Ozgdi)

0 ica, =1 M ica,
= P. (A.13)

The first inequality holds since when xy = v, the feasible set
of (III.2) is contained in that of (P2) which corresponds to
(o | {Li Yieq, » To, ar). Since (A.13) holds for any yy € X,
combining with (45) we can obtain P* > P.Moreover, P* < P.
Therefore P = P*, and (d, X, ;) is an optimal solution of
(IIL.2). [

Proof of Proposition 3: Similar to  the  proof of
Proposition 2, we can prove that when ay € (0,1], for
all¢ =0,...,L, P*(x) is nondecreasing with respect to x if
P is in the form (II1.8). We omit the details here for the space
reason.

APPENDIX B
JOINT DO PATTERN DESIGN AND ADJUSTMENT OF
PRE-ALLOCATED DEMANDS

To further reduce the energy consumption of a new DO pat-
tern, we consider the option of jointly designing DO pattern and
adjusting the given demands in a certain range. Instead of letting
d = d, we include the constraint (IIL.1):

max{duin, 01d; } < d; < min{aod;, My, },¥i,  (B.1)

where d,,,;,, € Z, oy, a5 are predefined positive constants. Then
the resulting DRA problem jointly optimizes d and the DO
pattern, as shown in (B.2) below. Here the objective function P
is defined in (IL.4).

minimize P

subjectto  (IL.1), (IL5), (IL6), (I1.7), (B.1),

anx/fvukaLaaiadiEZvaia L. (B2)

We claim that the DP algorithm still works after a few
modifications. We first present the variant of Lemma 10 in
Lemma 4, which provides an insight into the relation between

the pre-allocated demands d and the group length vector x.
Lemma 4: There exists an optimal solution of (52) with the
property that for any i, j € Q := {i | zy < [and;]},
di > dj = 4, > . (B.3)

In other words, in this optimal solution, a line with larger ex-
pected demand is placed in a subgroup with longer length.
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Proof: Suppose (d, zg,a,x,u, L) is an optimal solution of
(52) such that there exist two lines 7, j € @) with cii > ci, and
Tq, < T, -
Due to constraint (51) and the optimality of the solution, it is
easy to verify that: for any i, if |aad; ] < o, then the optimal
value of d; is setto d; = Lozzczij sif max{dpyin, (oqdﬂ} <z <
[ cf,'J, then the optimal value of d; is given by d; = z. Thus,
the set of lines that transmit in DOI is Q = {i | 29 < [a1d;]}.
We will show that another optimal solution satisfying (B.3) can
be obtained by modifying d and a.
e If d; > d;, then let d’ = d, same to the proof of Lemma
10 we can show that there exists a’ such that (B.3) holds;

e If d; = d;, we define a new assignment a’ by exchanging
the group indices of lines i and j, i.e., a; = a;, a’j = q;,and
let d’ = d and x’ = x, then the energy cost is unchanged
and z/, > !, is satisfied.

o If d; < d,, we define d’;a’ such that d} =d;,d; =
dl, dj, = dy,k # 1,7 (such definition is reasonable since
d; > d ),anda = awa —a“% —ak,k # 14, j, then the
energy cost is unchanged and 2/ o > !, is satisfied.
In this way, we can obtain a feas1ble a and d’ such that the
conclusion holds. u
Lemma 4 implies that for a fixed x(, we can still solve (B.2)
by applying the DP algorithm, i.e., searching for the optimal
decision u*(zg). Since the Bellman equation is the same as
(I1.27), the DP algorithm for (B.2) is similar to the algorithm
in Table II, except for the steps such as those involving the
computation of d. Moreover, notice that e(z) is not a constant
vector, the computation of the decision space D(Sy) as well as
the stage cost R(Sy, u) are also different.
Without loss of generality, we assume that the entries of d
are ordered: d; > d],Vz < j. Define K (x() as the number of
elements in Q(z) = {i | ¢y < [y d;]}. Thenlines 1 to K (x)
are to be grouped into small subgroups. The following proce-
dure gives a simple description of the computation of D(Sy),
R(Sy,u) and d.
e IfU; = K(xp) and X; < §(z0), then Sy is a target state,
D(S¢) =0, R(S¢) = 05

o If Uy < K(xp) and X, + foqciUHl] > M,,, then no
more subgroup can be formed, D(S;) = () and the lines
U + 1to K (z) should join subgroup /. To reduce the en-
ergy cost contributed by lines Uy + 1 to K (), the num-
bers of data symbols of these lines should be as large as
possible, thus

d; = min{zg + z¢, |aad;]}, j=Ur+1,...,K(xo).
The stage cost of transiting from S, = (U;, X;) to
S*(xo) = (K (x0),Xy) is
R(Se) = Pu(up,we) — Pr(ue, )
K (zg)
= Y (w0 +ar—dy) + fae(uf —u}),
j=Us+1

where u), = uy + K(x9) — Up.
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o If Uy<K(z) and X;+ [endy, 1] < My, then
D(Sy) ={1,...,K(xy) — Us}. To make the stage cost
as small as possible, the demand of line U; + 1 should be
as small as possible. Then the length of the new subgroup
is 2041 = [a1dy, +1] — xo. Under a decision u € D(S;),
Uy.1 = Uy + u, and the demands of the members in sub-
group ¢ + 1 are

dy, 41 = [erdy, 1],

dj = min{x() + Tp4+1, Lagde},j = Uf + 2, ey U€+1.
The related stage cost is given by the energy cost of sub-
group £ + 1:

R(Se,u) = Pryy(u,zo41)

Ui
= > (zo+we —dp)+ Bl
ji=U;+1

By changing in Table II the computation of decision space
D(Sy), stage cost R(Sy,u) and demands d listed above, we
obtain a DP algorithm to solve (B.2) for a fixed xy. Same as
before, this modified DP algorithm generates a global optimal
solution of (B.2) by first computing the values of P*(xy) for
each feasible value of x; and then picking the minimum.
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