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Abstract

We describe an efficient method for solving an optimal control problem that arises
in robust model-predictive control. The problem is to design the input sequence that
minimizes the peak tracking error between the ouput of a linear dynamical system
and a desired target output, subject to inequality constraints on the inputs. The
system is uncertain, with an impulse response that can take arbitrary values in a given
polyhedral set. The method is based on Mehrotra’s interior-point method for linear
programming, and takes advantage of the problem structure to achieve a complexity
that grows linearly with the control horizon, and increases as a cubic polynomial as
a function of the system order, the number of inputs, and the number of uncertainty
parameters.
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1 Introduction

We describe an efficient method for solving the optimal control problem

minimize  sup . <3 MaXe=1, N [(co 4 22021 pici) T2 (t) — Yaes (1)
subject to z(1) = Az + Bu(0)

2(t+1) = Az(t) + Bu(t), t=1,...,M —1 (1)
x(t—i—l):Aa:(), b= M, N—1
—1=<u(t)=<1, t=0,. M- 1.

The problem data are A € R™", B € R™"™, x5 € R", the vectors ¢, € R", k=0, ...,p, and
the sequence yqes(t), t = 1,..., N. The optimization variables are u(0), ..., u(M —1) € R™,
and z(1), ..., z(N) € R" (N > M), where u(t) and z(t) are the input and the state of a
discrete-time linear dynamical system

z(t+ 1) = Az(t) + Bu(t), x(0)= x.

The constraints also include componentwise upper and lower bounds on the inputs. To
motivate the objective function, we first consider the special case with p = 0, i.e., the
problem

minimize max;—1__n |t 2(t) — Yaes(t)]
subject to z(1) = Axo + Bu(0)
z(t+1) = Az(t) + Bu(t), t=1,...,M —1 (2)
w(t+1) = Ae(t), t=M, ... N—1
1<) <1, t=0,... M—1.

We interpret ¢l z(t) as the output of the system at time ¢, and yaes(t) as a given desired
output, that we want to follow as closely as possible. The problem is to find the input
sequence u(0), ..., u(M) that minimizes the peak tracking error max;|cx(t) — yaes(t)],
subject to the constraints —1 < w(t) = 1. We will refer to problem (2) as the output
tracking problem.

Problem (1) is an extension of the output tracking problem in which we include uncer-
tainty in the system parameters. More specifically, we assume that the system output is
given by y(t) = c(p)?z(t), where the vector c¢(p) = co+ > 1_; pic; is an affine function of some
parameter p € R, which is unknown but bounded, with components between —1 and 1.
Alternatively, we can say that the impulse response h(1),h(2),... of the system can take
arbitrary values in the polyhedron

{(h(1), 1(2), h(3),...) | B(t) = ho(t) + prha(t) + -+ + php(t), [[pllee < 1}, (3)

where hy(t) is defined as hy,(t) = ¢} A""'B. In problem (1) we minimize the worst-case peak
tracking error, considering all possible values of p. We therefore refer to the problem as the
robust output tracking problem.

Example

Figures 1-3 show an example that will illustrate the problem. We consider an FIR system

of order n = 60, with an impulse reponse that can take arbitrary values in a polyhedral set
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Figure 1: Stepresponses of an uncertain FIR system of order n = 60.

of the form (3) with p = 10 uncertain parameters. Figure 1 shows the step responses for a
few systems in this set.

The dashed lines in figures 2 and 3 show the desired output sequence yqes. The solid lines
show the worst-case outputs resulting from two input sequences. In the first figure we apply
the input sequence uyo, that would be optimal if we ignore the uncertainty in the system,
i.e., if we solve (2). The peak tracking error between the desired output and the worst-case
output is 0.99. In figure 3 we consider the input u,., computed by solving the robust output
tracking problem (1). Here the peak tracking error between the worst-case output and the
desired output is 0.27.

Algorithms

The robust and nonrobust output tracking problems (1) and (2) are convex optimization
problems: the equality and inequality constraints are linear in the variables z(t), u(t); the
objective functions are nondifferentiable but convex in the variables x(¢). In fact both prob-
lems are readily cast as linear programming problems (LPs); see §3.1 and §4.1. We can
therefore use general-purpose LP solvers to compute the global optima of both problems.
However the computational cost of using a general-purpose solver is quite high. We will
see that the LP formulation of the nonrobust problem (2) involves Nn + Mm + 1 variables,
2(Nn+ Mm) inequality constraints, and Nn equality constraints, while the LP formulation
of the robust problem (1) involves N (n+p)+ Mm+1 variables, 2(N(n+ p)+ Mm) inequal-
ities, and Nn equality constraints. We can therefore expect that the computational effort
strongly depends on the control horizons N and M, and in particular, that the cost of solving
the robust problem is much higher than the cost of solving the nonrobust problem. The main
purpose of this paper is to describe an efficient special-purpose algorithm that takes advan-
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Figure 2: Worst case output for the input that minimizes the peak tracking error
of the nominal system. The peak tracking error is 0.99.
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Figure 3: Worst case output for the input that minimizes the worst-case peak
tracking error. The peak tracking error is 0.27.



tage of the structure in both problems. The algorithm is iterative, typically requiring 10-50
iterations. The cost of one iteration is 3Nn3 + M (4mn? + 4m*n + m?/3) floating-point op-
erations (flops) for the nonrobust problem, and 2Npn? 4+ 3Nn? + M (4mn? + 4m?n + m3/3)
flops for the robust problem. In other words, the computational complexity of both problems
is comparable, and grows linearly with N and M.

Numerical algorithms for linear and quadratic programming have been applied to optimal
control since the 60s [ZW62], and are widely used in model-predictive control [ML99, Raw00].
More recently, it was pointed out in [BCH98] that new interior-point methods for nonlin-
ear convex optimization (for example, for second-order cone programming or semidefinite
programming; see [NN94]) allow us to efficiently solve a much wider class of optimal con-
trol problems, including, for example, problems with uncertain system models, or nonlinear
constraints on inputs and states. It was also noted that the resulting convex optimization
problems are usually quite large, and may require special-purpose interior-point implemen-
tations that take advantage of problem structure.

We find two basic approaches in the literature on numerical implementation of interior-
point methods for control. Both approaches focus on speeding up the solution of the large
sets of linear equations that need to be solved at each iteration, in order to compute the
search directions. A first idea is to use conjugate gradients to solve these linear systems
[BVG94, Han00]. Many different types of structure can be exploited this way, often resulting
in a speedup by several orders of magnitude. Unfortunately, the performance of the conjugate
gradient method is also very sensitive to the problem data, and in general requires good
preconditioners. Moreover, the excellent convergence properties of general-purpose interior-
point implementations (typically 10-50 iterations) often degrade when conjugate gradients
is used to compute search directions. The second approach is less general, but much more
reliable, and is based on direct, non-iterative, methods for solving the linear systems fast.
Wright, Rao, and Rawlings [Wri93, RWR98] and Hansson [Han00] have studied quadratic
programming formulations of optimal control problems with linear constraints. They show
that the Riccati recursion of (unconstrained) linear-quadratic optimal control can be used to
compute the search directions in an interior-point method fast, i.e., at a cost that is linear
in the control horizon, and cubic in the system dimensions. The results of this paper can
be viewed as an extension of the quadratic programming method of [RWR9S8] to the robust
and nonrobust output tracking problems (1) and (2).

Robust convex optimization

We should also point out the connection with robust conver optimization [BTN98, ELI7,
EOL98, HB98]. The idea in robust convex optimization is to explicitly incorporate a model
of data uncertainty in the formulation of a convex optimization problem, and to optimize
for the worst-case scenario under that model. It has been shown that, depending on the
uncertainty description, the robust version of a convex optimization problem may very well
be intractable (nonconvex). Choosing a good model for the uncertainty involves a trade-off
between conservativeness and tractability. Most of the research in the area has therefore
focused on formulating robust convex optimization problems that can be solved via convex
optimization. However, even if the resulting robust optimization problem is convex (hence



solvable in polynomial time), it is often much larger and more difficult to solve than the
corresponding nonrobust problem, so the added robustness of the solution comes at a very
high price. Our results for the output tracking problem (2) and its robust counterpart (1)
show that by exploiting problem structure we can solve certain robust convex optimization
problems at a cost that is not much higher than the corresponding nonrobust problem.

Applications

As already mentioned, the main application of our results lies in model-predictive control
(MPC). Problem (1) has been applied in robust model-predictive control by Allwright and
Papavasiliou [AP92] and Zheng and Morari [ZM00]. Both papers use the LP formulation
of §4.1, and solve it using general-purpose linear programming solvers. The main purpose of
this paper is to show that these LPs can be solved much more efficiently if we exploit problem
structure, and that the cost of solving the robust and nonrobust problems are comparable.
Our approach also extends to many variations of problems (1) and (2) that have been studied
in model-predictive control, for example, problems with an ¢;-objective [RR00], or problems
including other input or state constraints (for example, slew rate constraints). Finally, we
would like to emphasize that the paper focuses on the numerical aspects of solving (1). We
do not address several important questions that arise when applying these results in model-
predictive control, such as, for example, the question of stability (discussed in [ZM00]), or
the question of updating the uncertainty set in between MPC moves.

Outline and notation

The outline of the paper is as follows. In §2 we discuss the classical Riccati recursion
method for solving an unconstrained linear-quadratic optimal control problem. In §3 we
formulate the nonrobust output tracking problem (2) as an LP and describe an efficient
interior-point method for solving it. In §4 we extend this method to the robust output
tracking problem (1). We discuss some extensions and summarize our results in §5. The
appendices contain background material on interior-point methods for linear programming,
and additional proofs.

Most of our notation is standard. We denote by S™ the space of symmetric matrices of
size n X n. The symbols >, >, <, and < denote both componentwise inequality between
vectors, and matrix inequality, depending on the context. For example, if z € R", then
x = 0means xp > 0 for k = 1,...,n; if x € S", it means x is positive semidefinite. The
symbol 1 denotes a vector with all its components equal to one. If z € R" and y € R?, then
(z,y) € R™" denotes the vector (z,y) = [zT yT]7T.



2 Linear-quadratic optimal control

In this section we review the classical method for solving the linear-quadratic (LQ) optimal
control problem

minimize 35 (52(8)TQ(1)x(t) — () = (1)) + Ty (u(t) T R(H)u(t) — r(t)Tu(t))
subject to (1) = Azg + Bu(0)

x(t+1) = Azx(t) + Bu(t), t=1,...,M —1

w(t +1) = Az(t), t=M,...,N 1.

The variables are u(t), t = 0,...,M — 1 and z(t), t = 1,..., N. The weights Q(t) € S"
and R(t) € S™ are given and satisfy Q(t) = 0 and R(t) = 0 for all . We also assume that
N > M. To simplify notation, we will express the problem as

P 1,7 T 1.7 T
minimize ;x Qx—q'x+;u Ru—r'u

subject to Ax+Bu=Db (4)
where
z(1) q(1) u(0) r(0) —Ax
2(2) q(2) u(1) r(1) 0
X = ) q= ) u= . 3 r= s b=
z(N) q(N) u(M —1) r(M —1) 0
- r B O 0 -
-7 0 O 0 0 0 B . 0
A -1 0 0 0 o
0 A =] 0O 0 Do R
) : 0 0 0
0 0 O A -1 :
) [0 0 0 |
Q1) 0 0 R(0) 0 0
0 2) .- 0 0 R(1) --- 0
Q= ) Q(. ) ) ) cs’ R= ) ( ) ) ) c sMm,
0 0 QN) 0 0 R(M —1)

2.1 Optimality conditions

The quadratic optimization problem (4) can be solved by introducing a Lagrange multiplier
y = (y(1),y(2),...,y(N)) € R"", associated with the equality constraints. The optimality
conditions are

0 A B y b
AT Q 0 x|=|q]|, (5)
BT 0 R u r




which is a symmetric indefinite set of 2Nn + Mm equations in 2Nn + Mm variables (x €
RM™ ue R y e R"™).

It follows from our assumptions (Q > 0, R > 0) that the coefficient matrix is nonsingular:
the (3,3)-block R is nonsingular and its Schur complement

l —-BR'BT A ]

[ -BR'B” A 1 [ I ATQ
AT Q

AT 0l0 I+A'BR'BTATQ

is also nonsingular, because A is nonsingular (it is lower triangular with diagonal elements
equal to —1), and Q and R are positive semidefinite, so the eigenvalues of the matrix

A"'BR'BTATTQ

are real and nonnegative.

In the next three paragraphs we describe a very efficient method for solving (5), by taking
advantage of the block structure of A, B, Q, and R. The method is based on the Riccati
recursion [AMO90], with the linear algebra interpretation of [RWR98, Wri93]. We first show
in §2.2 that the coefficient matrix can be factored as a product of five easily inverted matrices.
The factorization can be obtained in roughly 3Nn? + M (4mn? + 4m?n + m?/3) flops, which
is much less than the cost of a general-purpose LD L™-algorithm ((2Nn+ Mm)?3/3 flops). In
particular, the complexity of the Riccati method grows linearly with the control horizons N
and M. After the factorization is computed, the solution of (5) can be obtained by straight-
forward backward and forward substitutions at a cost of order 8Nn? + M (6mn + 2m?) op-
erations (see §2.3 and §2.4).

The overall complexity of the method is dominated by the factorization. As a conse-
quence that will be important later on, we note that we can solve several linear systems
of the form (5) with the same coefficient matrix but different righthand sides, by a single
factorization, followed by several forward and backward substitutions. The cost of solving a
few (< n,m) systems with the same coefficient matrix is therefore rougly the same as the
cost of solving a single system, i.e., 3Nn? + M (4mn? + 4m?*n + m3/3) flops.

2.2 Factorization

To simplify the notation we permute the first two block rows and block columns of the
matrix (5). We will show that the coefficient matrix can be factored as a product of five
matrices as follows:

Q AT 0
A 0 B|=
0 BT R
(A+BK)" -8 —KT” I 00 -S 71 0 I 0B A+BK 0 0
0 I 0 0 I 0 I 00 01 0 -S I 0],
0 0 I BT 0 I 0 0 R 00 I -K 0 I



where S, R and K are block matrices with the following structure:

[S(1) 0 0
0 S(2 0
: (.) : e s,
0 0 S(N)
R(0) 0 0
0 R(1 0
. (.) , e sMm.
0 0 R(M —1)
0 0 0 0 0
K1) o - 0 0 --- 0
0 0 -+ K(M-=1) 0 -+ 0

with S(t) € 8", R(t) € 8™, and K (t) € R™*". Moreover we have R >~ 0 and S > 0.
To verify this statement and to find out how we can compute K(t), S(t) and R(t), we
multiply out the righthand side of (6), which yields

Q AT 0
A 0 B
0 BT R

~ATSA - SA - ATS +K'RK A" ~A”SB-SB-K'R
A 0 B
~B”SA - B"S - RK B” ~B”SB+R

Therefore, S, K and R must satisfy

S = Q+(I+A)'S(I+A)-K'RK
R = R+B'SB
RK = —-B'S(I+A),

or, more explicitly, in terms of the individual blocks,

>_
) =
) =
) =
)

Q(N) (7)
Q)+ ATSt+1)A, t=M,...,.N—1 (8)
Q)+ ATSt+1)A- KO 'RHOK(), t=1,....,.M—1 (9)
R(t)+ B'St+1)B, t=0,...,.M—1 (10)
~BTS(t+1)A, t=1,....M—1. (11)

We have to show that these equations uniquely determine S(t), R(t), and K(t), and that

S(t) = 0 and R(t) =

0. We first note that (7) and (8), combined with our assumption

that Q(t) = 0, immediately imply that S(¢) = 0 for t = M,..., N. Next, we assume that
S(t+1) = 0, for some ¢t < M. We will show that equations (9)-(11) are solvable and yield
a solution S(t), R(t), K(t) with R(t) = 0 and S(¢) = 0. By induction this then implies that
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R(t), K(t), and S(t) are well defined for all ¢, with R(t) = 0 and S(t) = 0. Equation (10)
implies that R(t) > 0, because R(t) = 0 and S(¢ + 1) = 0. Equation (11) then uniquely
defines K (t) = —R(t)"'BTS(t + 1)A. Moreover,

Q)+ ATS(t+1)A —K@)" | _
—K(t) R~ |
Q1) 0 AT 511
[ 0" R rmRm- |t | Be-ipr | SEFD[A BROT =0
The (2,2) block of the lefthand side is positive definite, so its Schur complement must be
positive semidefinite, i.e.,

St)=Qt) +ATSt+1DA- KO RH)K(t) = 0,

which completes the proof.
To conclude this section, we summarize the factorization algorithm, and give a flop count.

FACTORIZATION (RICCATI RECURSION)

S(N) = Q(N)

fort=N—-1,N—-2,...,. M
Sit)=0Q()+ATS(t+1)A

end

fort=M—-1,M—-2,...,1
R(t)=R(t)+ B'S(t +1)B
K(t)=—R(t)'BTS(t+1)A
St)=Qt)+ATS(t+1)A — K(t)TR(t)K (t)

end

0.  R(0)=R(0)+ BTS(1)B

The cost of the two matrix-matrix multiplications in step 3 is 3n3 flops (2n? flops to calculate
S(t+ 1)A, and n® to calculate the symmetric matrix ATS(¢t + 1)A). The cost of step 6 is
2mn? +m?n (2mn? flops to calculate S(t + 1) B and m?n to calculate the symmetric matrix
BTS(t +1)B). In step 7 we can first take the Cholesky factorization of R(t) (m?/3 flops).
This allows us to calculate K(t) at a cost of 2n® + 2mn? + 2m?n flops (2n® to calculate
S(t+1)A, 2mn? to calculate BT S(t + 1)A, and 2m? flops to solve for one column of K (t)).
Step 8 costs n®+m?n flops (n® to form ATS(t+1)A, since S(t+1)A was calculated in step 7,
and m?n to form K (t)R(t)K (t), since R(t)K (t) is known from step 7). Finally, step 10 costs
2mn? + m?n flops. Adding everything we obtain a total complexity of roughly

3Nn? + M(4mn® + 4m*n +m?*/3)

200N ot e W

flops.

The five matrices in the factorization (6) are nonsingular (note that A + BK is lower
triangular, with diagonal elements —1). Combining the first two and the last two matrices,
we can write the factored system as

AT —_S§ —KT -S I 0 A 0 B X qa
0 I 0 I 0 (_) -S I 0 y|=1|b]|.
BT 0 I 0 0 R -K 0 [ u r




This factorization allows us to determine the solution of (5) by a forward and a backward
recursion.

2.3 Backward recursion
Define x = (Z(1),...,2(N)),y = (g(1),...,9(N)), @ = (@(0),...,a(M —1)), as the solution

of
AT S —KT x q
0 I 0 y|l=1|b],
BT 0 I u r

and % = (2(1),...,2(N)), ¥ = G(1),...,5(N)), & = (a(0), ..., (M — 1)), as the solution

(=TI SP

| E—
|

~ w
OO~

From the first equation it is clear that y = b and 1 = r — BT%, and x is defined by
(A +BK)"x=Sb+K'r +q.
From x we can compute the solution of the second system
Xx=b, y=%+Sb, u=R!(r-B'x)

The following backward recursion calculates these variables. (Here, b(t) stands for block ¢
of the vector b = (b(0),b(1),...,b(N). Although in problem (4), b(0) = —Axq, and b(t) =0
for ¢ > 1, we give here the general method for solving (5) for arbitrary b.)

BACKWARD RECURSION

L g(N)=—q(N)

2. F(N)=§(N) — S(N)b(N)
3. #(N) = b(N)

4. fort=N—-1,N—-2,...,. M
5. G(t) = ATZ(t +1) — q(t)
6. Z(t) = g(t) — S()b(t)

7. 2(t) = b(t)

8.

9 fort=M—-1,M-2,...,1

10. g(t) = ATzt +1) — K@) (r(t) — BTzt + 1)) — q(t)
11. Z(t) = y(t) — S(t)b(t)

12. a(t) = R(t)"*(r(t) — BTZ(t + 1))

13. &(t) = b(t)

14. end

15.  a(0) = R(0)~'(r(0) — BT%(1))

The required number of flops is 4Nn? + 2M (mn + m?), if we reuse the matrices A + BK(t)
and the Cholesky factors of R(t) that are computed during the factorization.

11



2.4 Forward recursion

Finally, we have to solve
A

0 B
I 0
0 I

o> <> K

L3

(A+BK)x=x—-—Bu, y=y+Sx, u=u+Kx.

&< A

-S
-K
1.€.,

The solution is computed by the following forward recursion.

FORWARD RECURSION

1 z(1) = —z(1) + Bu(0)

> y(1) = (1) + S(Dz(1)

3 u(0) = u(0)

4. fort=2,3,.... M

5. z(t) = (A+ BK(t—1))z(t — 1) — 2(t) + Bu(t — 1)
6 y(t) = 4(t) + St)=(t)

7 ut—1)=a(t—1)+K({t—1x(t—1)
8. end

9. fort=M+1,M+2,....N

10. z(t) = Az(t — 1) — Z(¢)

1 ylt) = () + SO (t)

12. end

The required number of operations is 4Nn? + 4Mmn.

3 The nonrobust output tracking problem

We now return to problems (1) and (2). We first describe an efficient method for solving (2),
and defer problem (1) to Section §4. Following the matrix notation introduced in §2, we
write (2) as
minimize  ||CoX — Ydes|oo
subject to —1<u=x1 (12)
Ax+Bu=b

where A, x, u, b are defined as in §2, and

Cg o - 0 ydes(l)
0 CT e 0 o5 2

C, = ' f) ) . e RVxNn. Ve = Ya ( ) cRV.
0 0 - C(J; ydes(N)

12



3.1 Linear programming formulation

Problem (12) is readily formulated as an LP

minimize w

CO 0 —1 7 x Ydes
subject to —Co 0 -1 u | < T Y des
0 I 0 1
0 -1 o LY 1 (13)
o
(A BoO||lu|=b
w -

The variables are w € R, x € R"", and u € R”™. The corresponding dual problem is

maximize —yi.(z5 —zy) — 17(z] +2z,) —bly
2y
cr' —Cl 0 0 A"1|z 0
subject to 0 0o [ —-I BT zh |+10|=0 (14)
17 1T 0 0 0 ||z 1
Yy

zg = 0,25 =0, z5 =0, z, = 0.

Both LPs are strictly feasible. For example, we obtain a strictly primal feasible point by
choosing u = 0, (1) = Az, 2(2) = Az(1), ..., z(N) = Az(N — 1), and any w >
max; |l 2(t) — yaes(t)]. Strictly feasible dual values are given by zj = z, = 1/(2N),
zi =z, =1, and y =0.

We also note that

C, 0 -1
-C, 0 -1

Rank(| 0 I 0 |)=Nn+Mm+1, Rank(|A B 0])=Nn (15)
0 —I 0
A B 0

(i.e., both matrices are full rank), because A is nonsingular.

3.2 Solution via interior-point methods

We propose to solve the LPs (13) and (14) using Mehrotra’s method, one of the most popular
and efficient interior-point methods for linear programming. The details of the method are
given in Appendix §A. For our present purposes it is sufficient to note that each iteration of

13



Mehrotra’s method, applied to (13), involves solving two sets of linear equations of the form

[ -D{ 0 0 0 0 Co 0 —-17[Azf 1 [rf]
0 -D, O 0 0o -G 0 -1 Az ry
o 0 -DY 0 0 0 I 0 ||az vt
0o 0 0 -D, 0 0 I 0 |[Az |_|r (16)
o 0 0 0 0 A B 0 Ay ry
ct -cf o 0 AT 0 0 O Ax I3
0 0 I -I BT 0 0 0 Au ry
17 1T 0 0 0 0 0 0 |[Aw] ||

Both equations have the same values of D, Dy, D;7, D, but different righthand sides. The
matrices DJ, Dy € SV and D/, D, € SM are positive diagonal, with values that change at
each iteration.

To solve (16) we can first eliminate the variables Azf, Azy, Az’
first four equations, which yields a set of equations of the form

and Az; from the

u

0 A B 0 Ay I
AT Q 0 d Ax r;
B” 0 R 0 Au |~ | rs |’ (17)
0 dF 0 ~ Aw To
where
Q=CID,C;, R=(D;)'+ (D}, d=CIDy1, 7=TrD,, (18)
and

Do = (Dy) "' +(Dy)~", Do=(Dy) "~ (Dy) "
The righthand side of (17) is given by

¢ — TIo
r; = 13+ CH((D§) 'y — (Dy) 'ry)
rs = ry+ (D)7 'rf ( L)

rg = 15— 17((Dg)"'rg + (Dg)~'rg).

It follows from the rank condition (15) that the system (17) is nonsingular (see Appendix §A).

Note that further eliminating Aw from (17) would result in a 3 x 3 block matrix with
a large dense matrix Q — (1/)dd” in the (2,2)-position. Instead of eliminating Aw, we
therefore solve two equations

0 A B Ay, I 0 A B Ay, 0
AT Q 0 || Axy |=|r |, |AT Q 0||Ax, |=]d]|, (19
BT 0 R Au1 rsg BT 0 R AUQ 0

and then make a linear combination to satisfy the last equation, i.e., calculate the solution

of (17) as

Ax AXl AX2 _ AT
Ay Ay, | —Aw | Ayy |, Aw= %.
Au Auy Au, v X2

14



The equations (19) have exactly the same form as (5). Moreover R is positive diagonal, and
Q is block diagonal with positive semidefinite diagonal blocks

Q(t) = Do(t)Cocg, t = 1, ce ,N,

where the diagonal elements of Dy are denoted by Dy(t), i.e., Dy = diag(Dy(1), ..., Do(NV)).
We can therefore apply the Riccati method of §2, and solve (16) in roughly

3Nn? + M(4mn® + 4m*n +m?*/3)

operations. (Note that the cost of constructing Q is 2n?N operations, so it can be neglected
compared to the cost of the factorization.)

3.3 Numerical results

The algorithm described above has been implemented in Matlab (Version 6) and tested on
a 933 Mhz Pentium III running Linux.

Table 1 summarizes the results for a family of randomly generated problems. The first
four columns give the problem dimensions. Columns 5-7 give the number of variables,
inequalities, and equality constraints in the corresponding LPs (13). The last three columns
give the number of iterations to reach a relative error of 0.1%, the total CPU time, and the
CPU time per iteration.

The results confirm that the number of iterations grows slowly with problem size, and
typically ranges between 10 and 50. The most important data are in the last column, which
gives the CPU time per iteration. It shows that the CPU time per iteration grows linearly
with N and M. Within the range of dimensions considered here (n < 40, m < 20), the
cost per iterations appears to grow more slowly with n and m than predicted by the theory
(which predicts a cubic increase).

4 The robust output tracking problem

We now extend the method of the previous paragraph to the robust tracking problem (1),
which can be expressed concisely as

minimize  supy,_ < [[(Co + 211 piCi)X — Yaes/| o
subject to Ax+Bu=Db

-1 =<u<1
where
0 0
T
C — 0 ¢ - 0 c RV*Nn.
0 0 --- ¢

)

The other matrices and vectors are defined as before.
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dimensions LP dimensions # iters | CPU time | time/iter

N M | n| m | #vars. | #ineqs | #eqs. (seconds) | (seconds)
100 50| 5] 2 601 1200 1000 8 0.9 0.1
500 | 450 | 5| 2 3401 6800 5000 9 6.9 0.8
1000 | 950 | 5| 2 6901 | 13800 | 10000 11 17.5 1.6
2000 | 1950 | 5| 2| 13901 | 27800 | 20000 13 42.9 3.3
100 50| 10| 5 1251 2500 2000 10 1.3 0.1
500 | 450 | 10| 5 7251 | 14500 | 10000 14 12.8 0.9
1000 | 950 | 10 | 5| 14751 | 29500 | 20000 11 20.4 1.9
2000 | 1950 | 10 | 5| 29751 | 59500 | 40000 14 54.3 3.9
100 50 | 20 | 10 2501 5000 4000 13 2.4 0.2
500 | 450 | 20 | 10 | 14501 | 29000 | 20000 15 18.6 1.3
1000 | 950 | 20 | 10 | 29501 | 59000 | 40000 16 41.3 2.6
2000 | 1950 | 20 | 10 | 59501 | 119000 | 80000 21 113.9 5.4
100 50 | 40 | 20 5001 | 10000 8000 17 6.6 0.4
500 | 450 | 40 | 20 | 29001 | 58000 | 40000 15 40.0 2.7
1000 | 950 | 40 | 20 | 59001 | 118000 | 80000 21 121.0 5.8
2000 | 1950 | 40 | 20 | 119001 | 238999 | 160000 27 304.1 11.3

Table 1: Number of iterations and CPU times for a family of output tracking
problems with randomly generated data.
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4.1 Linear programming formulation

To express (1) as an LP, we first switch the maximum and the supremum in the objective,
introduce a scalar variable w, and write the problem as

minimize w
subject to supy <1 [(co + X0y pici) "2 (t) = Yaes(t) <w, t=1,...,N
z(1) = Azo + Bu(0)
x(t+1) = Az(t) + Bu(t), t=1,...,M —1
w(t+1) = Az(t), t=M,...,N—1
~1=<u(t) =1, t=0,...,M—1.

(20)

The first constraint is satisfied at time ¢ if and only if, for all p with ||p]/s < 1,

p
—w < clx(t) + ZpiciT:r;(t) — Yaes(t) < w,

which is true if and only if

p

—w < alt) = o]~ yaalt),  alt) + Z L))~ yaalt) < w.

=1

We can cast these two nonlinear convex inequalities as the following set of linear inequalities
by introducing p auxiliary variables v;(t), i =1,...,p:

—w < cga(t) = X0 vit) — Yaes(t)
( )+Z 1U2( ) _ydes(t) <w
—v;(t) < cFa(t) < v(t).

These four inequalities (which are linear in z(t), v;(t), w) are equivalent to the first constraint
in (20) at time ¢t. We can therefore express (20) as an LP

minimize w

subject to cox + Zl 10i(t) — Yaes(t)
QT — —yuilt) = ydes(t)
—v;(t) < cl'e <w(t), t
z(1l) = Awo + Bu(0)
z(t+1) = Ax(t)+ Bu(t), t=1,....M —1
w(t+1) = Aw(t), t=M,...,N—1
1=u(t) <1, t=0,.. M—1.

< .
>—w, t=1,...,N
=1,...,N

17



The variables are w € R, v;(t) e R (i=1,...,p,t=1,...,N), z(t) e R" (t =1,...,N),
and u(t) e R™ (t =0,...,M —1). We can write the LP more clearly as

minimize w

i CO 0 E -1 Ydes
_CO 0 E -1 X ~Ydes
C 0o —I 0 u 0
i <
subject to C 0 —-I o0 B 0 ,
0 I 0 0 w 1 (21)
0o -1 0 0 | 1 |
X
ABool|l"]|=n,
v
w
where
C,
NxN Cy NpxN
E:[II-~-[]€RX”, C=| | e RVPN
Cp

and v = (v1(1),...,v1(N),va(1),...,va(N), ..., 0,(1),...,v,(N)) € R"?. The variables are
x € RV u € RM™, and the auxiliary variable v.€ RY?. The dual LP is given by

maximize —yi.(zq —zy) — 17 (z} +2z,) — bly
%
Cl -CI Cc" -C" 0 0 AT]|X

VA
0 0 0 0o I —-I BT

0
subject to z- |+ 01 _ 0 (22)
Ef E' —-I —-I 0 0 0 7+ 0
-1 1T 0 0O 0 0 0 zli 1
y

7z = 0,2y =0, 2zt =02~ =0,z =0, z; = 0.

Asin §3, both LPs are strictly feasible. In (21) we can take u = 0, x(1) = Az, x(2) = Az(1),
.., o(N) = Az(N — 1), any v satisfying —v < Cx < v, and any w satisfying

—wl + Ev < CpX — yges < wl — Ev.
Strictly feasible dual values are given by zj = z, = 1/(2N), z* = Elz, z= = Elg,,
zt =z, =1,and y =0.

We also note that the constraint matrix in (22) has rank Nn + Np + Mm + 1, and
Rank([A B 00]) = Nn, i.e., both matrices have full rank.
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4.2 Solution via interior-point methods

We now examine the cost of applying Mehrotra’s method to the LPs (21) and (22). At each
iteration of Mehrotra’s method, we must solve two sets of linear equations of the form

T -Df 0 0 0 0 0 0 C 0 E -1
0 -D; 0 0 0 0o 0 -C 0 E -1
0 0 -D+* 0 0 0O 0 C 0 —-I 0
0 0 0 -D- 0 0O 0 -C 0 —I 0
0 0 0 0o -Df 0 0 0 I 0 0
0 0 0 0 0 -D; 0 0 —-I 0 0
0 0 0 0 0 0O 0 A B 0 0
cr -cI' ¢ -cT o 0o AT 0 0 0 0
0 0 0 0 I —-I BT 0 0 0 0
Ef E' -1 I 0 O 0 0 0 0 0
17 1T 0 0 o 0 0 0 0 0 |

[ Az ] (g ]
Azy ry
Azt ri
Az~ ry
Az ry
Az, | = | ry
Ay rs
Ax ry
Au r;
Av I

| Aw | L 77 |

(23)

The matrices D§, Dy, D, D=, Df, D are positive diagonal, with values that change at

each iteration, but are equal for both sets of equations. Eliminating Az, Az, , Az, Az~

Azt Az from the first six equations yields

Y

0 A B ) 0 3 Q Ay rs
AT CgDOCO +CTDC 0 —CgDOE +CTD COTDol Ax rg
BT ~ 0 ~ R 0 0 Au = o (24)
0 —ETD()N(jO + DC 0 ETDoE + D —ETDO]. Av i
0 1TD000 0 —]_TDOE Tr DO Aw 12
where the matrices
D= (Df) "+ (D), D= (D) '+ (D), R=(D) (D)

are positive diagonal, and
Dy = (D)~ +(Dy)~, D=—(D¥)"'+ (D7)
are diagonal. The righthand side is given by

rg = ry;+Cj((D§) 'rg — (D) 'ry) + CT((DF) ey — (D7) 'ry)
rp = 15+ (D)) 'ry — ( 2y

ry = rg+E((D)'rg + (Dg) 'rg) — (D)7l — (D7) ey

ry = 17— 17((D) " 'rf + (Dy )711?07)-

Next, we note that the matrix in the (4, 4)-position of (24) has the form

D, D, --- Dy D, 0 - 0
ETDOE+D: iO IO iO + . 32 .. .
D, D, --- Dy 0 0 --- D,
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(where D; € S™), so it is easily verified that its inverse is given by

p
(E'DiE+D)'=D"'-D'E"(D;' +> D;")'ED!

=1

D' 0 - 0 D!
0 D' -~ 0 D;! p - -
= | . 0 . |- |+ XD) | Dt Dyt DL
. . . . . i=1
0 0 - Dt D!
We can therefore eliminate Av from (24). The resulting system of equations is
0 A B 0 Ay I3
AT Q 0 d Ax . Ty (25)
BT 0 R 0 Au - Iris
0 d¥ 0 ~ Aw 16
where
P P P
Q = > C/(D;—D;D;")C; + ( ZCTDD HO-DIHTHQ_DDIIC)  (26)
i=0 =0 1=0 =0
P B P
d = (3 C/DD; )} D)1 (27)
i=0 i=0
p
v = Ty DY) (28)
i=0
rig = TIg
p ~ p _
ry = 1o+ (> C/D;D;")(> D;')'ED 'r;; — C"DD 'ryy
i=0 i=0
r''s = Tio
p
re = T2+ 1T(Z D;)'ED ;.
i=0

(The derivation of these expressions is straightforward but tedious, and is given in Ap-
pendix B.)
The matrix Q defined in (26) is block-diagonal with positive semidefinite diagonal blocks

£ e s e (S50 (E567)

=0

where D;(t) and D;(t) denote the diagonal elements of D; = diag(D;(1),..., D;(N)) and
D, = diag(D;(1),. ..,f)l-(N )). From this expression it is clear that the cost of forming Q
is approximately 2Npn? flops, ignoring lower-order terms. The system (25) has the same
structure as (17), and can be solved using the same method. The total complexity of one
iteration of Mehrotra’s method is therefore about

2Npn? + 3Nn® + M (4mn? + 4m>n +m?/3)

operations.
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dimensions LP dimensions # iters | CPU time | time/iter

N M| n| m/| p| #vars. | #ineqs | Feqs. (seconds) | (seconds)
100 50| 5| 2| 2 801 1600 1000 10 1.3 0.1
500 | 450 | 5| 2| 2 4401 8800 5000 12 10.4 0.9
1000 | 950 | 5| 2| 2 8901 | 17800 | 10000 10 17.6 1.8
2000 | 1950 | 5| 2| 2| 17901 | 35800 | 20000 12 44.5 3.7
100 50 10| 5| 5 1751 3500 2000 9 14 0.2
500 | 450 | 10| 5| 5 9751 | 19500 | 10000 13 13.7 1.1
1000 | 950 | 10| 5| 5| 19751 | 39500 | 20000 13 28.4 2.2
2000 | 1950 [ 10 | 5| 5| 39751 | 79500 | 40000 16 71.5 4.5
100 50 | 20|10 | 10 3501 7000 4000 20 4.1 0.2
500 | 450 | 20 | 10 | 10 | 19501 | 39000 | 20000 16 21.7 1.4
1000 | 950 | 20 | 10 | 10 | 39501 | 79000 | 40000 21 62.0 3.0
2000 | 1950 [ 20 | 10 | 10 | 79501 | 159000 | 80000 21 126.8 6.0
100 50 | 40 | 20 | 20 7001 | 14000 8000 18 7.9 0.4
500 | 450 | 40 | 20 | 20 | 39001 | 78000 | 40000 23 69.8 3.0
1000 | 950 | 40 | 20 | 20 | 79001 | 158000 | 80000 24 152.7 6.4
2000 | 1950 | 40 | 20 | 20 | 159001 | 318000 | 160000 22 297.7 13.5

Table 2: Number of iterations and CPU times for a family of robust output tracking
prolems with randomly generated data.

4.3 Numerical results

Table 2 summarizes numerical results for a family of robust output tracking problems with
randomly generated data. The algorithm was implemented in Matlab and tested on a
933 MHz Pentium III.

We again note that the CPU time per iteration grows linearly with the tracking and
control horizons N and M, and appears to grow more slowly than cubicly with n, m, and p,
at least in the range n < 40, m,p < 20.

Comparing with table 1 we also note that the cost of solving the robust output tracking
problem is only slightly higher than the cost of solving the nonrobust problem, in spite of
the fact that the corresponding LPs are much larger.

5 Conclusions

We have described efficient methods for solving a constrained linear optimal control problem
and its robust counterpart. The methods are based on a primal-dual interior-point method
for linear programming, and take a number of iterations that typically ranges between 10 and
50 and appears to grow very slowly with problem size. The cost per iteration is dominated by
the solution of a large, structured set of linear equations. By exploiting problem structure,
we are able to reduce these linear equations to the solution of an unconstrained quadratic
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linear optimal control problem, which can be solved very efficiently by the well-known Riccati
recursion.

We compare in detail the cost of solving the output tracking problem and its robust
counterpart. The robust problem is readily formulated as an LP, similar to the LP formu-
lation of the nonrobust problem, but with an additional Np variables and 2Np inequality
constraints. The main contribution of the paper is to show that, despite the size differences
of the corresponding LPs; the robust output tracking problem can be solved at a cost that
is not much higher than the nonrobust problem.

The techniques discussed here extend to a variety of related problems, for example,
problems with an /;-objective or a quadratic objective, problems with additional convex
constraints such as slew rate constraints, and problems with ellipsoidal uncertainty.
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A Mehrotra’s predictor-corrector method

In this appendix we describe Mehrotra’s method, one of the most popular algorithms for

linear programming. We consider LPs of the form
minimize ¢’z
subject to Gx < g
Hx = h.

The variables is € R". The problem data are ¢ € R", G € R™", g € R™, H € R”*",
h € R?. We assume that

Rank H = p, Rank([ f] ]) =n. (29)
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We can also define a slack variable s € R™ for the inequality constraint, and write the

LP as

minimize ¢z

subject to Gr+s=g

Hx=h (30)
s>=0
with variables x and s. The dual LP is given by
maximize —g’z—hly
subject to GTz+ H'y+c=0 (31)
z >0,

with variables z € R™ and y € R”.

Al

Algorithm

We follow Wright [Wri97, Chapter 10], with minor modifications that reflect our notation
and problem format. The algorithm starts with initial estimates s, z, z, that have to satisfy

s>=0

1.

and z > 0 (for example, z =0, s =1, z = 1), and repeats the following steps.

FEvaluate stopping criteria. Terminate if the following four conditions are satisfied

|Gz +5—g|| < €reas(l+]gl])

HHZU—hH < efeas(1+ HhH>

||GTZ+HTy+C|| S Efeas(l + ||C||)
CTZ‘ + gTZ + hTy S maX{Qxbs: _Grel(CTm)7 _Erel(gTZ + hTy)}’

where €geas, €abs, €rel are given positive tolerances, or if a specified maximum allowable
number of iterations is reached. Otherwise go to step 2.

Compute the affine scaling directions Az, Ay, Az As* by solving the linear
set of equations

diag(z) diag(s) 0 0 As?ft —diag(s)z
I 0 0 G Az —(Gzr+s—g)
0 0 0 H||Apt|” (He—h) |0 ©Y
0 Gt HT 0 Azt —(H'y+ G2+ ¢)

Compute the centering-plus-corrector directions Ax, Ay®, Az, As®, by solving the
set of linear equations

diag(z) diag(s) 0 0 Ase ol — diag(As*) Az
1 0 0 G Az 0
0 0 0 H||Aye |~ 0 o (39)
0 GT HT 0 Axce 0
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where
((s + az AT (2 + a, Az?))3

g =

m(sTz)?
and
a, = max{a €[0,1] | s+ aAs™ > 0}
a. = max{a €[0,1] |z + aAz* > 0}.

4. Update the primal and dual variables:
r:=x+a,Ar, s:=s+a,As, y:=y+a. Ay, z:=z+4+a. Az
where
Az = Az + Az, As = As*T + A5, Ay = Ay + Ay, Az = AT 4+ Az,
and

a, = min{1,0.99max{a > 0| s+ als > 0}}
a, = min{l,0.99max{a > 0|z + alAz > 0}}.

Go to step 1.

A.2 Discussion
Starting point

The algorithm can start at any z, y, z, s, as long as s > 0 and z > 0. We say the starting
point is strictly feasible if it satisfies s = 0, z > 0, and, in addition,

Gr+s=h, Hx=h GTz+H'y+c=0.

If we start at a strictly feasible initial point, then all iterates remain strictly feasible. Indeed,
if x, s, y and z are feasible, then the last three entries of the righthand side of (32) are zero.
Therefore, the affine search directions satisfy

GAz*™ + As*™ =0, HAz*" =0, HTAyT + GTAT = 0.

From (33), it is clear that the centering-plus-corrector directions satisfy similar expressions.
Therefore the sum of both directions, used in Step 4, satisfies

GAz +As=0, HAz =0, H'Ay+G'Az=0.

The step size selection in Step 4 then guarantees that the new iterates © + aAx, s + a,As,
Yy + a, Ay, z + a,Az are also strictly feasible.
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Stopping criteria

If we start with feasible initial values, the first three stopping conditions are always satisfied.
The fourth inequality is satisfied if at least one of the following conditions holds

o clo+ g7z + hTy < eas. If o, 2, y are feasible, this means that the duality gap is less
than e,ps, which guarantees

CT'T - p* S €abs; p* + QTZ + hTy S €abs;

where p* is the optimal value of (30). i.e., the absolute accuracy is better than €,ps.

o 'z <0and (c"z+ g7z + h'y)/|c"z| < €. This guarantes that the relative accuracy
is better than €., i.e.,

o —g'2—hTy>0and (c"z+g"2+h"y)/(—g"2 — h'y) < €a1). In this case the relative
accuracy is also certainly less than €.

If we start at infeasible initial points, the algorithm will attempt to simultaneously achieve
primal and dual feasibility and optimality. If the problem is primal or dual infeasible, then
the four inequalities in Step 1 will never be satisfied, so the algorithm simply terminates
when the maximum number of iterations is exceeded. General-purpose implementations use
more sophisticated stopping criteria that include more graceful tests for identifying infeasible
problems. The LPs considered in this paper, however, are always strictly primal and dual
feasible (and, indeed, feasible starting points are readily obtained), so the simple criteria in
Step 1 are adequate for our purposes.

Computing search directions

The main computation at each iteration is the solution of the two linear equations (32)
and (33), which both have the form

diag(z) diag(s) 0 0 As Ts
I 0 0 ¢ Az | | 7,
0 0 0 H||ay| |n
0 G HT 0 Az Ty

We can simplify the system by eliminating As from the first equation, ¢.e., solve

—diag(z) 'diag(s) 0 G Az r, — diag(z)~'r,
0 0 H||Ay|= r , (34)
GT HT 0 Az Te

and then set As = diag(z)~!(r, — diag(s)Az).
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If the rank conditions (29) are satisfied, then the coefficient matrix is nonsingular, as can
be seen as follows. We have to show that
—diag(z)"'diag(s) 0 G Az
0 0 H Ay | =0 (35)
GT HT 0 Ax

is only possible if Az = 0, Ay = 0, Az = 0. Suppose V € R™ ") gpans the nullspace of
H,i.e., HV =0 and RankV = n — p. The second equation of (35) means Az = VAw for
some Aw. The first equation implies Az = diag(z) diag(s) 'GV Aw. Substituting in the
third equation gives

GT diag(z) diag(s) 'GVAw + H ' Ay = 0.
Premultiplying with V7 yields
VIGT diag(z) diag(s) 'GV Aw = 0.
This is only possible if GVAw =0, i.e.,

HEE

Since the matrix on the left has full rank, we must have Az = 0. The first equation then
implies Az = 0, and the third equation implies HT Ay = 0. Since Rank H = p, Ay = 0.

Overall complexity

When applied to an LP that is primal and dual feasible, Mehrotra’s method typically con-
verges in about 10-50 iterations, almost independently of the problem dimensions and data.
The main computation in each iteration is the solution of the two linear systems (32) and (33).
Both systems have the same coefficient matrix, and it is well known from linear algebra that
the cost of solving several linear systems with the same coefficient matrix and different right-
hand sides, is roughly equal to the cost of solving a single linear system. In other words, for
large problems, the cost of solving (32) and (33) is roughly equal to the cost of solving one
of the two equations. As a practical rule of thumb, we can therefore say that the cost of
solving the LPs (30) and (31) equals the cost of solving about 10-50 sets of linear equations
of the form

-D 0 @G Az 71
0 0 H Ay = T2 s
GT HT 0 Az s

where the matrix D is positive diagonal with values that change at each iteration.

B Elimination of v in (24)

We first prove (26). Q is defined as
Q = CI'D,Cy+ C'DC - (CIDyE — C'D)(E'D,E + D) }(E'D,C, — DC)

~ ~ p ~ ~
= C{DyCy+C"DC — (C{D;E — C'D)(D' —D'E"(>_D;")"'"ED')(E"D,C, — DC).

=0
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We expand the righthand side and make use of the fact that diagonal matrices commute, to
write this expression as

N . p P P
Q = C{DyCy + C"(D-D’D')C + Cf (-Dg(z )+ D> D;)*(3}.D —1)—1> Co
=1 =1 =0
D D B B p p P
(3 CTBD )Y DY) (S D D,CH) + CI Dy (1 3 D)3 D) ) 5D,
=1 =0 =1 =1 =0 =1
~ p p ~
+(CTBD) (r - (DD Dic,
i=1 =1 =0
(Note that ED™'E” = 3% D;! and CTDD'E” = 3  CTD,D;!.) Next we move the

factors (X0, D; 1) out51de of the middle parentheses in the third, fifth, and sixth terms of
the sum, and snnphfy.

- - p p
Q = C{DC,+C"(D-D’DC-CiD;D;'(O_D; (O _D;H)'C
=1 =0
T a 1 1 P~ 1 T 1~ 1 P 1 1 S 1
ZC D,D;")(3>_D;) ' (Q_DiD;'Ci) + (CyDoDy ) (3_ D)~ (3_D,D;'Cy)
i=1 =0 =1 =0 i=1
~ p ~
+ (Z Cc/D,D; ") (> _D; ) (DyDy ' Co)

=1 1=0

By adding and subtracting CID2D;?(3¢_, D;)~'Cy we can complete the square given by
last three terms. This yields

~ p
Q = CI'D,C,+ CT(D-D?D'C - CI'D2D; ZD +DyHO_D;H)'Cy

=1 =0

£ CIDD; ><iDi1> (> DD;"C)
- 3OO DD )C+ (3 CIDD (3D, ) (3 DD C),

This proves (26). The proof of equation (27) is similar: d is given by
d = CIDy1— (CI'DJE - C'D)(ETD(E + D) (E'D,1)

- - ~ p
= C{Dyl— (C{DeE—-C'D)(D'—D'E"(>_D;!)"'"ED ")E"D,l.

=0

We have ED'ET = Y7 D;!, C"DD'E” = Y? ,CTD,D;?, so after expanding the
righthand side we obtain

p p

d = CI'Dy1-cClD, DOZD +Do(3_D; 1)2(213.—1)—1)1
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(3D (Dy - D

Finally, v is given by

fy

=1 =1 =0
~ . p P p D
= C;Dol - CyDo(}_D;' +Do(3_D;')* = Do(3_D;H)*)(Q_D;)™'1
=1 =1 =1 =0
p 5 p P
+ (Y- c/D,D;)( I+DOZD '-D Y DY) (3. DY
=1 =1 =1 =0
p
(L CDDY(E D
1=0 1=0
TrDy — (1"DyE)(E"DyE + D) 1 (E"Dy1)
p
TrDy, — 1"DE(D™' —D'E"()_D;')"'ED ")E"D,1
=0
p
Tr<D0—D2ZD +Dj(>_D;)*(Dy +ZD )
=1 =1 =1
p p p p p
e (74 Do) - Dy(3-D) - DYDY 4 DD (D
=1 =1 i=1 =1 =0

T ((Z Di1>1) ,

which proves (29). The expressions for ri4 and rig can be verified in a similar way:

g

T16

9 + (Cgf)oE — CTf))(ETD()E + D)ilrn
~ ~ p
rg + (C{DE+ C'D)(D' —D'E"(}_D;")'ED ")ry
=0

5 p P _ P
ro +C{Do(I — >_D; ) _D;" )" ED 'ry; + (C'DD'E")(>_D; ') 'ED™'
=1 =0 =0
- CTf)Dfer
~ p ~
ro + (C{D;' + C"DD'E")(>_D; ') " (ED 'r;;) — C"DD 'y
=0

T12 + ]_TD(]E(ETD()E + D)flrn

p
T12 + ].TDO:E(D_1 - D_IET(Z Di_l)_lED_l)I'H

=0

r12 + 17Dy (1 — Z ZD HED 'ry

=1

p
r12 + ]-T(Z Di_l)_l(ED_lI'H).
1=0
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