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This chapter concerns the use of convex optimization in real-time embedded

systems, in areas such as signal processing, automatic control, real-time esti-

mation, real-time resource allocation and decision making, and fast automated

trading. By ‘embedded’ we mean that the optimization algorithm is part of a

larger, fully automated system, that executes automatically with newly arriv-

ing data or changing conditions, and without any human intervention or action.

By ‘real-time’ we mean that the optimization algorithm executes much faster

than a typical or generic method with a human in the loop, in times measured

in milliseconds or microseconds for small and medium size problems, and (a

few) seconds for larger problems. In real-time embedded convex optimization

the same optimization problem is solved many times, with different data, often

with a hard real-time deadline. In this chapter we propose an automatic code

generation system for real-time embedded convex optimization. Such a system

scans a description of the problem family, and performs much of the analysis

and optimization of the algorithm, such as choosing variable orderings used with

sparse factorizations and determining storage structures, at code generation time.

Compiling the generated source code yields an extremely efficient custom solver

for the problem family. We describe a preliminary implementation, built on the

Python-based modeling framework CVXMOD, and give some timing results for

several examples.
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1.1 Introduction

1.1.1 Advisory optimization

Mathematical optimization is traditionally thought of as an aid to human deci-

sion making. For example, a tool for portfolio optimization suggests a portfolio

to a human decision maker, who possibly carries out the proposed trades. Opti-

mization is also used in many aspects of engineering design; in most cases, an

engineer is in the decision loop, continually reviewing the proposed designs and

changing parameters in the problem specification if needed.

When optimization is used in an advisory role, the solution algorithms do

not need to be especially fast; an acceptable time might be a few seconds (for

example, when analyzing scenarios with a spreadsheet), or even tens of minutes or

hours for very large problems (e.g., engineering design synthesis, or scheduling).

Some unreliability in the solution methods can be tolerated, since the human

decision maker will review the solutions proposed and hopefully catch problems.

Much effort has gone into the development of optimization algorithms for

these settings. For adequate performance, they must detect and exploit generic

problem structure not known (to the algorithm) until the particular problem

instance is solved. A good generic linear programming (LP) solver, for example,

can solve, on human-based time scales, large problems in digital circuit design,

supply chain management, filter design, or automatic control. Such solvers are

often coupled with optimization modeling languages, which allow the user to

efficiently describe optimization problems in a high level format. This permits

the user to rapidly see the effect of new terms or constraints.

This is all based on the conceptual model of a human in the loop, with most

previous and current solver development effort focusing on scaling to large prob-

lem instances. Not much effort, by contrast, goes into developing algorithms that

solve small or medium size problems on fast (millisecond or microsecond) time

scales, and with great reliability.

1.1.2 Embedded optimization

In this chapter we focus on embedded optimization, where solving optimization

problems is part of a wider, automated algorithm. Here the optimization is deeply

embedded in the application, and no human is in the loop. In the introduction

to the book Convex Optimization [1], Boyd and Vandenberghe state (page 3):

A relatively recent phenomenon opens the possibility of many

other applications for mathematical optimization. With the prolifera-

tion of computers embedded in products, we have seen a rapid growth

in embedded optimization. In these embedded applications, optimiza-

tion is used to automatically make real-time choices, and even carry

out the associated actions, with no (or little) human intervention or
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oversight. In some application areas, this blending of traditional auto-

matic control systems and embedded optimization is well under way;

in others, it is just starting. Embedded real-time optimization raises

some new challenges: in particular, it requires solution methods that

are extremely reliable, and solve problems in a predictable amount

of time (and memory).

In real-time embedded optimization, different instances of the same small or

medium size problem must be solved extremely quickly, for example, on millisec-

ond or microsecond time scales; in many cases the result must be obtained before

a strict real-time deadline. This is in direct contrast to generic algorithms, which

take a variable amount of time and exit only when a certain precision has been

achieved.

An early example of this kind of embedded optimization, though not on the

time scales that we envision, is model predictive control (MPC), a form of feed-

back control system. Traditional (but still widely used) control schemes have rel-

atively simple control policies, requiring only a few basic operations like matrix-

vector multiplies and lookup table searches at each time step [2, 3]. This allows

traditional control policies to be executed rapidly, with strict time constraints

and high reliability. While the control policies themselves are simple, great effort

is expended in developing and tuning (i.e., choosing parameters in) them. By

contrast, with MPC, at each step the control action is determined by solving

an optimization problem, typically a (convex) quadratic program (QP). It was

first deployed in the late 1980s in the chemical process industry, where the hard

real-time deadlines were on the order of 15 minutes to an hour per optimization

problem [4]. Since then, we have seen huge computer processing power increases,

as well as substantial advances in algorithms, which allow MPC to be carried out

on the same fast time scales as many conventional control methods [5, 6]. Still,

MPC is generally not considered by most control engineers, even though there is

much evidence that MPC provides better control performance than conventional

algorithms, especially when the control inputs are constrained.

Another example of embedded optimization is program or algorithmic trading,

in which computers initiate stock trades without human intervention. While it

is hard to find out what is used in practice, due to trade secrets, we can assume

that at least some of these algorithms involve the repeated solution of linear

or quadratic programs, on short, if not sub-second, time scales. The trading

algorithms that run on faster time scales are presumably just like those used in

automatic control, i.e., simple and quickly executable. As with traditional auto-

matic control, huge design effort is expended to develop and tune the algorithms.

In signal processing, an algorithm is used to extract some desired signal or

information from a received noisy or corrupted signal. In off-line signal process-

ing, the entire noisy signal is available, and while faster processing is better, there

are no hard real-time deadlines. This is the case, for example, in the restoration

of audio from wax cylinder recordings, image enhancement, or geophysics inver-
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sion problems, where optimization is already widely used. In on-line or real-time

signal processing, the data signal samples arrive continuously, typically at reg-

ular time intervals, and the results must be computed within some fixed time

(typically, a fixed number of samples). In these applications, the algorithms in

use, like those in traditional control, are still relatively simple [7].

Another relevant field is communications. Here a noise-corrupted signal is

received, and a decision as to which bit string was transmitted (i.e., the decod-

ing) must be made within some fixed (and often small) period of time. Typical

algorithms are simple, and hence fast. Recent theoretical studies suggest that

decoding methods based on convex optimization can deliver improved perfor-

mance [8, 9, 10, 11], but the standard methods for these problems are too slow

for most practical applications. One approach has been the development of cus-

tom solvers for communications decoding, which can execute far faster than

generic methods [12].

We also envisage real-time optimization being used in statistics and machine

learning. At the moment, most statistical analysis has a human in the loop.

But we are starting to see some real-time applications, e.g., spam filtering, web

search and automatic fault detection. Optimization techniques, such as support

vector machines (SVMs), are heavily used in such applications, but much like

in traditional control design, the optimization problems are solved on long time

scales to produce a set of model parameters or weights. These parameters are

then used in the real-time algorithm, which typically involves not much more

than computing a weighted sum of features, and so can be done quickly. We can

imagine applications where the weights are updated rapidly, using some real-time

optimization-based method. Another setting in which an optimization problem

might be solved on a fast time scale is real-time statistical inference, in which

estimates of the probabilities of unknown variables are formed soon after new

information (in the form of some known variables) arrives.

Finally, we note that the ideas behind real-time embedded optimization could

also be useful in more conventional situations with no real-time deadlines. The

ability to extremely rapidly solve problem instances from a specific problem

family gives us the ability to solve large numbers of similar problem instances

quickly. Some example uses of this are listed below.� Trade-off analysis. An engineer formulating a design problem as an optimiza-

tion problem solves a large number of instances of the problem, while varying

the constraints, to obtain a sampling of the optimal trade-off surface. This

provides useful design guidelines.� Global optimization. A combinatorial optimization problem is solved using

branch-and-bound or a similar global optimization method. Such methods

require the solution of a large number of problem instances from a (typi-

cally convex, often LP) problem family. Being able to solve each instance very

quickly makes it possible to solve the overall problem much faster.
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the distribution of minimum cost of an optimization problem that depends

on some random parameters. These parameters (e.g., prices of some resources

or demands for products) are random with some given distribution, but will

be known before the optimization is carried out. To find the distribution of

optimized costs, we use Monte Carlo: We generate a large number of samples

of the price vector (say), and for each one we carry out optimization to find

the minimal cost. Here, too, we end up solving a large number of instances of

a given problem family.

1.1.3 Convex optimization

Convex optimization has many advantages over general nonlinear optimization,

such as the existence of efficient algorithms that can reliably find a globally opti-

mal solution. A less appreciated advantage is that algorithms for specific convex

optimization problem families can be highly robust and reliable; unlike many gen-

eral purpose optimization algorithms, they do not have parameters that must be

manually tuned for particular problem instances. Convex optimization problems

are, therefore, ideally suited to real-time embedded applications, because they

can be reliably solved.

A large number of problems arising in application areas like signal processing,

control, finance, statistics and machine learning, and network operation can be

cast (exactly, or with reasonable approximations) as convex problems. In many

other problems, convex optimization can provide a good heuristic for approxi-

mate solution of the problem; see, e.g., [13, 14].

In any case, much of what we say in this chapter carries over to local optimiza-

tion methods for nonconvex problems, although without the global optimality

guarantee, and with some loss in reliability. Even simple methods of extending

the methods of convex optimization can work very well in pratice. For example,

we can use a basic interior-point method as if the problem were convex, replacing

nonconvex portions with appropriate convex approximations at each iteration.

1.1.4 Outline

In §1.2, we describe problem families and the specification languages used to

formally model them, and two general approaches to solving problem instances

described this way: via a parser-solver and via code generation. We list some

specific example applications of real-time convex optimization in §1.3. In §1.4

we describe in general terms some requirements on solvers used in real-time

optimization applications, along with some of the attributes of real-time opti-

mization problems that we can exploit. We give a more detailed description of

how a code generator can be constructed in §1.5, briefly describe a preliminary

implementation of a code generator in §1.6, and report some numerical results

in §1.7. We give a summary and conclusions in §1.8.
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1.1.5 Previous and related work

Here we list some representative references that focus on various aspects of real-

time embedded optimization or closely related areas.

Control
Plenty of work focuses on traditional real-time control [15, 16, 17], or basic

model predictive control [18, 19, 20, 21, 22, 23]. Several recent papers describe

methods for solving various associated QPs quickly. One approach is explicit

MPC, pioneered by Bemporad and Morari [24], who exploit the fact that the

solution of the QP is a piecewise linear function of the problem data, which

can be determined analytically ahead of time. Solving instances of the QP then

reduces to evaluating a piecewise linear function. Interior-point methods [25],

including fast custom interior-point methods [6] can also be used to provide rapid

solutions. For fast solution of the QPs arising in evaluation of control-Lyapunov

policies (a special case of MPC), see [26]. Several authors consider fast solution of

nonlinear control problems using an MPC framework [27, 28, 29]. Others discuss

various real-time applications [30, 31], especially those in robotics [32, 33, 34].

Signal processing, communications and networking
Work on convex optimization in signal processing includes ℓ1-norm minimiza-

tion for sparse signal recovery, recovery of noisy signals, or statistical estimation

[35, 36], or linear programming for error correction [37]. Goldfarb and Yin dis-

cuss interior-point algorithms for solving total variation image restoration prob-

lems [38]. Some combinatorial optimization problems in signal processing that

are approximately, and very quickly, solved using convex relaxations and local

search are static fault detection [14], dynamic fault detection [39], query model

estimation [40] and sensor selection [13]. In communications, convex optimization

is used in DSL [41], radar [42] and CDMA [43], to list just a few examples.

Since the publication of the paper by Kelly et al [44], which poses the opti-

mal network flow control as a convex optimization problem, many authors have

looked at optimization-based network flow methods [45, 46, 47, 48], or optimiza-

tion of power and bandwidth [49, 50].

Code generation
The idea of automatic generation of source code is quite old. Parser-generators

such as Yacc [51], or more recent tools like GNU Bison [52], are commonly used to

simplify the writing of compilers. For engineering problems, in particular, there

are a range of code generators: One widely used commercial tool is Simulink [53],

while the open-source Ptolemy project [54] provides a modeling environment for

embedded systems. Domain-specific code generators are found in many different

fields; see, e.g., [55, 56, 57, 58].

Generating source code for optimization solvers is nothing new either; in 1988

Oohori and Ohuchi [59] explored code generation for LPs, and generated explicit
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Cholesky factorization code ahead of time. Various researchers have focused on

code generation for convex optimization. McGovern, in his PhD thesis [60] gives

a computational complexity analysis of real-time convex optimization. Hazan

considers algorithms for on-line convex optimization [61], and Das and Fuller

[62] hold a patent on an active-set method for real-time QP.

1.2 Solvers and specification languages

It will be important for us to carefully distinguish between an instance of an

optimization problem, and a parameterized family of optimization problems,

since one of the key features of real-time embedded optimization applications is

that each of the specific problems to be solved comes from a single family.

1.2.1 Problem families and instances

We consider continuously parameterized families of optimization problems, of

the form

minimize F0(x, a)

subject to Fi(x, a) ≤ 0, i = 1, . . . , m

Hi(x, a) = 0, i = 1, . . . , p,

(1.1)

where x ∈ Rn is the (vector) optimization variable, and a ∈ A ⊂ Rℓ is a param-

eter or data vector that specifies the problem instance. To specify the problem

family (1.1), we need descriptions of the functions F0, . . . , Fm, H1, . . . , Hp, and

the parameter set A. When we fix the value of the parameters, by fixing the

value of a, we obtain a problem instance.

As a simple example, consider the QP

minimize (1/2)xT Px + qT x

subject to Gx ≤ h, Ax = b,
(1.2)

with variable x ∈ Rn, where the inequality between vectors means component-

wise. Let us assume that in all instances we care about, the equality constraints

are the same, i.e., A and b are fixed. The matrices and vectors P , q, G, and h

can vary, although P must be symmetric positive semidefinite. For this problem

family we have

a = (P, q, G, h) ∈ A = Sn
+ × Rn × Rm×n × Rm,

where Sn
+ denotes the set of symmetric n × n positive semidefinite matrices. We

can identify a with an element of Rℓ, with total dimension

ℓ = n(n + 1)/2
︸ ︷︷ ︸

P

+ n
︸︷︷︸

q

+ mn
︸︷︷︸

G

+ m
︸︷︷︸

h

.
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In this example, we have

F0(x, a) = (1/2)xT Px + qT x,

Fi(x, a) = gT
i x − hi, i = 1, . . . , m,

Hi(x, a) = ãT
i x − bi, i = 1, . . . , p,

where gT
i is the ith row of G, and ãT

i is the ith row of A. Note that the equality

constraint functions Hi do not depend on the parameter vector a; the matrix A

and vector b are constants in the problem family (1.2).

Here we assume that the data matrices have no structure, such as sparsity.

But in many cases, problem families do have structure. For example, suppose

that we are interested in the problem family in which P is tridiagonal, and the

matrix G has some specific sparsity pattern, with N (possibly) nonzero entries.

Then A changes, as does the total parameter dimension, which becomes

ℓ = 2n − 1
︸ ︷︷ ︸

P

+ n
︸︷︷︸

q

+ N
︸︷︷︸

G

+ m
︸︷︷︸

h

.

In a more general treatment, we could also consider the dimensions and spar-

sity patterns as (discrete) parameters that one specifies when fixing a particular

problem instance. Certainly when we refer to QP generally, we refer to families

of QPs with any dimensions, and not just a family of QPs with some specific

set of dimensions and sparsity patterns. In this chapter, however, we restrict our

attention to continuously parameterized problem families, as described above; in

particular, the dimensions n, m, and p are fixed, as are the sparsity patterns in

the data. We will refer to the more general problem families as variable dimension

problem families.

The idea of a parameterized problem family is a central concept in optimization

(although in most cases, a family is considered to have variable dimensions). For

example, the idea of a solution algorithm for a problem family is sensible, but

the idea of a solution algorithm for a problem instance is not. (The best solution

algorithm for a problem instance is, of course, to write down a pre-computed

solution.)

Nesterov and Nemirovsky refer to families of convex optimization problems,

with constant structure and parameterized by finite dimensional parameter vec-

tors as well structured problem (families) [63].

1.2.2 Solvers

A solver or solution method for a problem family is an algorithm that, given the

parameter value a ∈ A, finds an optimal point x⋆(a) for the problem instance,

or determines that the problem instance is infeasible or unbounded.

Traditional solvers [64, 1, 65] can handle problem families with a range of

dimensions (e.g., QPs with the form (1.2), any values for m, n, and p, and any

sparsity patterns in the data matrices). With traditional solvers, the dimensions,
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sparsity patterns and all other problem data a are specified only at solve time,

i.e., when the solver is invoked. This is extremely useful, since a single solver can

handle a very wide class of problems, and exploit (for efficiency) a wide variety

of sparsity patterns. The disadvantage is that analysis and utilization of problem

structure can only be carried out as each problem instance is solved, which is

then included in the per-instance solve time. This also limits the reasonable scope

of efficiency gains: There is no point in spending longer looking for an efficient

method than it would take to solve the problem with a simpler method.

This traditional approach is far from ideal for real-time embedded applica-

tions, in which a very large number of problems, from the same continuously-

parameterized family, will be solved, hopefully very quickly. For such problems,

the dimensions and sparsity patterns are known ahead of time, so much of

the problem and efficiency analysis can be done ahead of time (and in relative

leisure).

It is possible to develop a custom solver for a specific continuously parame-

terized problem family. This is typically done by hand, in which case the devel-

opment effort can be substantial. On the other hand, the problem structure

and other attributes of the particular problem family can be exploited, so the

resulting solver can be far more efficient than a generic solver; see, e.g., [66, 6].

1.2.3 Specification languages

A specification language allows a user to describe a problem instance or problem

family to a computer, in a convenient, high-level algebraic form. All specification

languages have the ability to declare optimization variables; some also have the

ability to declare parameters. Expressions involving variables, parameters, con-

stants, supported operators and functions from a library can be formed; these

can be used to specify objectives and constraints. When the specification lan-

guage supports the declaration of parameters, it can also be used to describe A,

the set of valid parameters. (The domains of functions used in the specification

may also implicitly impose constraints on the parameters.)

Some specification languages impose few restrictions on the expressions that

can be formed, and the objective and constraints that can be specified. Others

impose strong restrictions to ensure that specified problems have some useful

property such as convexity, or are transformable to some standard form such as

an LP or a semidefinite program (SDP).

1.2.4 Parser-solvers

A parser-solver is a system that scans a specification language description of a

problem instance, checks its validity, carries out problem transformations, calls

an appropriate solver, and transforms the solution back to the original form.

Parser-solvers accept directives that specify which solver to use, or which override

algorithm parameter defaults, such as required accuracy.
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Parser-solvers are widely used. Early (and still widely used) parser-solvers

include AMPL [67] and GAMS [68], which are general purpose. Parser-solvers

that handle more restricted problem types include SDPSOL [69], LMILAB

[70], and LMITOOL [71] for SDPs and linear matrix inequalities (LMIs), and

GGPLAB [72] for generalized geometric programs. More recent examples, which

focus on convex optimization, include YALMIP [73], CVX [74], CVXMOD [75]

and Pyomo [76]. Some tools [77, 78, 79] are used as post-processors, and attempt

to detect convexity of a problem expressed in a general purpose modeling lan-

guage.

As an example, an instance of the QP problem (1.2) can be specified in CVX-

MOD as

P = matrix(...); q = matrix(...); A = matrix(...)

b = matrix(...); G = matrix(...); h = matrix(...)

x = optvar('x', n)

qpinst = problem(minimize(0.5*quadform(x, P) + tp(q)*x),

[G*x <= h, A*x == b])

The first two (only partially shown) lines assign names to specific numeric

values, with appropriate dimensions and values. The third line declares x to be

an optimization variable of dimension n, which we presume has a fixed numeric

value. The last line generates the problem instance itself (but does not solve it),

and assigns it the name qpinst. This problem instance can then be solved with

qpinst.solve()

which returns either 'optimal' or 'infeasible', and, if optimal, sets x.value

to an optimal value x⋆.

For specification languages that support parameter declaration, numeric values

must be attached to the parameters before the solver is called. For example, the

QP problem family (1.2) is specified in CVXMOD as

A = matrix(...); b = matrix(...)

P = param('P', n, n, psd=True); q = param('q', n)

G = param('G', m, n); h = param('h', m)

x = optvar('x', n)

qpfam = problem(minimize(0.5*quadform(x, P) + tp(q)*x),

[G*x <= h, A*x == b])

In this code segment, as in the example above, m and n are fixed integers. In the

first line, A and b are still assigned fixed values, but in the second and third lines,

P , q, G and h are declared instead as parameters with appropriate dimensions.

Additionally, P is specified as symmetric positive semidefinite. As before, x is
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Problem

instance

Parser-solver
x⋆

Figure 1.1 A parser-solver processes and solves a single problem instance.

Source code
Code generatorProblem family

description

Custom solver

Custom solver
Compiler

Problem

instance
x⋆

Figure 1.2 A code generator processes a problem family, generating a fast, custom
solver, which is used to rapidly solve problem instances.

declared to be an optimization variable. In the final line, the QP problem family

is constructed (with identical syntax), and assigned the name qpfam.

If we called qpfam.solve() right away, it would fail, since the parameters have

no numeric values. However, (with an overloading of semantics), if values are

attached to each parameter first, qpfam.solve() will create a problem instance

and solve that:

P.value = matrix(...); q.value = matrix(...)

G.value = matrix(...); h.value = matrix(...)

qpfam.solve() # Instantiates, then solves.

This works since the solve method will solve the particular instance of a problem

family specified by the numeric values in the value attribute of the parameters.

1.2.5 Code generators

A code generator takes a description of a problem family, scans it and checks its

validity, carries out various problem transformations, and then generates source

code that compiles into a (hopefully very efficient) solver for that problem family.

Figures 1.1 and 1.2 show the difference between code generators and parser-

solvers.

A code generator will have options configuring the type of code it gener-

ates, including, for example, the target language and libraries, the solution algo-

rithm (and algorithm parameters) to use, and the handling of infeasible problem

instances. In addition to source code for solving the optimization problem family,

the output might also include:
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instances, preparing a workspace in memory, and cleaning up after problem

solution.� Documentation describing the problem family and how to use the code.� Documentation describing any problem transformations.� An automated test framework.� Custom functions for converting problem data to or from a range of formats

or environments.� A system for automatically building and testing the code (such as a Makefile).

1.2.6 Example from CVXMOD

In this section we focus on the preliminary code generator in CVXMOD, which

generates solver code for the C programming language. To generate code for the

problem family described in qpfam, we use

qpfam.codegen('qpfam/')
This tells CVXMOD to generate code and auxiliary files and place them in

the qpfam/ directory. Upon completion, the directory will contain the following

files:� solver.c, which includes the actual solver function solve, and three initial-

ization functions (initparams, initvars and initwork).� template.c, a simple file illustrating basic usage of the solver and initializa-

tion functions.� README, which contains code generation information, including a list of the

generated files and information about the targeted problem family.� doc.tex, which provides LATEX source for a document that describes the prob-

lem family, transformations performed to generate the internal standard form,

and reference information about how to use the solver.� Makefile, which has rules for compiling and testing the solver.

The file template.c contains the following:

#include solver.h

int main(int argc, char **argv) {

Params params = initparams();

Vars vars = initvars();

Workspace work = initwork(vars);

for (;;) { // Real-time loop.

// Get new parameter values here.

status = solve(params, vars, work);

// Test status, export variables, etc here.

}
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}

The main real-time loop (here represented, crudely, as an asynchronous infinite

loop) repeatedly carries out the following:

1. Get a new problem instance, i.e., get new parameter values.

2. Solve this instance of the problem, set new values for the variables, and return

an indication of solver success (feasibility, infeasibility, failure).

3. Test the status and respond appropriately. If optimization succeeded, export

the variables to the particular application.

Some complexity is hidden from the user. For example, the allocated opti-

mization variables include not just the variables specified by the user in the

problem specification, but also other, automatically generated intermediate vari-

ables, such as slack variables. Similarly, the workspace variables stored within

work need not concern someone wanting to just get the algorithm working—

they are only relevant when the user wants to adjust the various configurable

algorithm parameters.

1.3 Examples

In this section we describe several examples of real-time optimization applica-

tions. Some we describe in a general setting (e.g., model predictive control);

others we decribe in a more specific setting (e.g., optimal order execution). We

first list some broad categories of applications, which are not meant to be exclu-

sive or exhaustive.

Real-time adaptation
Real-time optimization is used to optimally allocate multiple resources, as the

amounts of resources available, the system requirements or objective, or the sys-

tem model dynamically change. Here real-time optimization is used to adapt

the system to the changes, to maintain optimal performance. In simple adapta-

tion, we ignore any effect the current choice has on future resource availability

or requirements. In this case we are simply solving a sequence of independent

optimization problem instances, with different data. If the changes in data are

modest, warm-start can be used. To be effective, real-time optimization has to be

carried out at a rate fast enough to track the changes. Real-time adaptation can

be either event-driven (say, whenever the parameters have shifted significantly)

or synchronous, with re-optimization occuring at regular time intervals.

Real-time trajectory planning
In trajectory planning we choose a sequence of inputs to a dynamical system

that optimizes some objective, while observing some constraints. (This is also

called input generation or shaping, or open-loop control.) Typically this is done
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asynchronously: A higher level task planner occasionally issues a command such

as ‘sell this number of shares of this asset over this time period’ or ‘move the

robot end effector to this position at this time’. An optimization problem is then

solved, with parameters that depend on the current state of the system, the

particular command issued, and other relevant data; the result is a sequence of

inputs to the system that will (optimally) carry out the high level command.

Feedback control
In feedback control, real-time optimization is used to determine actions to be

taken, based on periodic measurements of some dynamic system, in which cur-

rent actions do affect the future. This task is sometimes divided into two concep-

tual parts: Optimally sensing or estimating the system state, given the measure-

ments, and choosing an optimal action, based on the estimated system state.

(Each of these can be carried out by real-time optimization.) To be effective,

the feedback control updates should occur on a time scale at least as fast as the

underlying dynamics of the system being controlled. Feedback control is typically

synchronous.

Real-time sensing, estimation, or detection
Real-time optimization is used to estimate quantities, or detect events, based

on sensor measurements or other periodically-arriving information. In a static

system, the quantities to be estimated at each step are independent, so we simply

solve an independent problem instance with each new set of measurements. In a

dynamic system, the quantities to be estimated are related by some underlying

dynamics. In a dynamic system we can have a delay (or look-ahead): We form

an estimate of the quantities at time period t − d (where d is the delay), based

on measurements up to time period t, or the measurements in some sliding time

window.

Real-time system identification
Real-time optimization is used to estimate the parameters in a dynamical model

of a system, based on recent measurements of the system outputs (and, possibly,

inputs). Here the optimization is used to track changes in the dynamic system;

the resulting time-varying dynamic model can in turn be used for prediction,

control, or dynamic optimization.

1.3.1 Adaptive filtering and equalization

In adaptive filtering or equalization, a high rate signal is processed in real-time by

some (typically linear) operation, parameterized by some coefficients, weights,

or gains, that can change with time. The simplest example is a static linear

combining filter,

yt = wT
t ut,
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where ut ∈ Rn and yt ∈ R are the vector input and (filtered or equalized) scalar

output signals, and wt ∈ Rn is the filter parameter vector, at time t ∈ Z. The

filter parameter wt is found by solving an (often convex) optimization problem

that depends on changing data, such as estimates of noise covariances or chan-

nel gains. The filter parameter can be updated (i.e., re-optimized) every step,

synchronously every K steps, or asynchronously in an event driven scheme.

When the problem is sufficiently simple, e.g., unconstrained quadratic min-

imization, the weight updates can be carried out by an analytical method

[7, 80, 81]. Subgradient-type or stochastic gradient methods, in which the param-

eters are updated (usually, slightly) in each step, can also be used [82, 83]. These

methods have low update complexity, but only find the optimal weight in the

limit of (many) iterations, by which time the data that determined the weight

design have already changed. The weight updates could instead be carried out

by real-time convex optimization.

To give a specific example, suppose that wt is chosen to solve the problem

maximize wT
t ft

subject to |wT
t g

(i)
t | ≤ 1, i = 1, . . . , m,

with data ft, g
(1)
t , . . . , g

(m)
t . Here ft is a direction associated with the desired

signal, while g
(i)
t are directions associated with interference or noise signals. This

convex problem can be solved every K steps, say, based on the most recent data

available.

1.3.2 Optimal order execution

A sell or buy order, for some number of shares of some asset, is to be executed

over a (usually short) time interval, which we divide into T discrete time periods.

We have a statistical model of the price in each period, which includes a random

component, as well as the effect on the prices due to the amounts sold in the

current and previous periods. We may also add constraints, such as a limit on

the amount sold per period. The goal is to maximize the expected total revenue

from the sale. We can also maximize a variance-adjusted revenue.

In the open-loop version of this problem, we commit to the sales in all periods

beforehand. In the closed-loop version, we have recourse: In each period we are

told the price (without the current sales impact), and can then adjust the amount

we sell. While some forms of this problem have analytical solutions [84, 85], we

consider here a more general form.

To give a specific example, suppose that the prices p = (p1, . . . , pT ) are mod-

eled as

p = p0 − As,

where s = (s1, . . . , sT ) are sales, the matrix A (which is lower triangular with

nonnegative elements) describes the effect of sales on current and future prices,
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and p0 ∼ N (p̄, Σ) is a random price component. The total achieved sales revenue

is

R = pT s ∼ N (p̄T s − sT As, sT Σs).

We will choose how to sell 1T s = S shares, subject to per-period sales limits

0 ≤ s ≤ Smax, to maximize the risk-adjusted total revenue,

ER − γ varR = p̄T s − sT Qs,

where γ > 0 is a risk aversion parameter, and

Q = γΣ + (1/2)(A + AT ).

(We can assume that Q � 0, i.e., Q is positive semidefinite.)

In the open-loop setting, this results in the (convex) QP

maximize p̄T s − sT Qs

subject to 0 ≤ s ≤ Smax, 1T s = S,

with variable s ∈ RT . The parameters are p̄, Q (which depends on the original

problem data Σ, A, and γ), Smax, and S. An obvious initialization is s = (S/T )1,

i.e., constant sales over the time interval.

Real-time optimization for this problem might work as follows. When an order

is placed, the problem parameters are determined, and the above QP is solved to

find the sales schedule. At least some of these parameters will depend (in part)

on the most recently available data; for example, p̄, which is a prediction of the

mean prices over the next T periods, if no sales occured.

The basic technique in MPC can be used as a very good heuristic for the

closed-loop problem. At each time step t, we solve the problem again, using

the most recent values of the parameters, and fixing the values of the previous

sales s1, . . . , st−1 to their (already chosen) values. We then sell the amount st

from the solution. At the last step no optimization is needed: We simply sell

sT = S −
∑T−1

t=1 , i.e., the remaining unsold shares.

1.3.3 Sliding window smoothing

We are given a noise corrupted scalar signal yt, t ∈ Z, and want to form an esti-

mate of the underlying signal, which we denote xt, t ∈ Z. We form our estimate

x̂t by examining a window of the corrupted signal, (yt−p, . . . , yt+q), and solving

the problem

minimize
∑t+q

τ=t−p(yτ − x̃τ )2 + λφ(x̃t−p, . . . , x̃t+q)

subject to (x̃t−p, . . . , x̃t+q) ∈ C,

with variables (x̃t−p, . . . , x̃t+q) ∈ Rp+1+1. Here φ : Rp+q+1 → R is a (typically

convex) function that measures the implausibility of (x̃t−p, . . . , x̃t+q), and C ⊂

Rp+q+1 is a (typically convex) constraint set representing prior information

about the signal. The parameter λ > 0 is used to trade-off fit and implausibility.
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The integer p ≥ 0 is the look-behind length, i.e., how far back in time we look

at the corrupted signal in forming our estimate; q ≥ 0 is the look-ahead length,

i.e., how far forward in time we look at the corrupted signal. Our estimate of xt

is x̂t = x̃⋆
t , where x̃⋆ is a solution of the problem above.

The implausibility function φ is often chosen to penalize rapidly varying sig-

nals, in which case the estimated signal x̂ can be interpreted as a smoothed

version of y. One interesting case is φ(z) =
∑p+q

i=1 |zt+1 − zt|, the total varia-

tion of z [86]. Another interesting case is φ(z) =
∑p+q

i=1 |zt+1 − 2zt + zt−1|, the ℓ1

norm of the second order difference (or Laplacian); the resulting filter is called

an ℓ1-trend filter [87].

One simple initialization for the problem above is x̃τ = yτ , τ = t − p, . . . , t + q;

another one is to shift the previous solution in time.

1.3.4 Sliding window estimation

Sliding window estimation, also known as moving horizon estimation (MHE) uses

optimization to form an estimate of the state of a dynamical system [88, 21, 89].

A linear dynamical system is modeled as

xt+1 = Axt + wt,

where xt ∈ X ⊂ Rn is the state and wt is a process noise at time period t ∈ Z.

We have linear noise corrupted measurements of the state,

yt = Cxt + vt,

where yt ∈ Rp is the measured signal and vt is measurement noise. The goal

is to estimate xt, based on prior information, i.e., A, C, X , and the last T

measurements, i.e., yt−T+1, . . . , yt, along with our estimate of xt−T .

A sliding window estimator chooses the estimate of xt, which we denote as x̂t,

as follows. We first solve the problem

minimize
∑t

τ=t−T+1 (φw(x̃τ − Ax̃τ−1) + φv(yτ − Cx̃τ ))

subject to x̃t−T = x̂t−T , x̃τ ∈ X , τ = t − T + 1, . . . , t,

with variables x̃t−T , . . . , x̃t. Our estimate is then x̂t = x̃⋆
t , where x̃⋆ is a solution

of the problem above. When X , φw, and φv are convex, the problem above is

convex.

Several variations of this problem are also used. We can add a cost term

associated with x̃, meant to express prior information we have about the state.

We can replace the equality constraint x̃t−T = x̂t−T (which corresponds to the

assumption that our estimate of xt−T is perfect) with a cost function term that

penalizes deviation of x̃t−T from x̂t−T .

We interpret the cost function term φw(w) as measuring the implausibility of

the process noise taking on the value w. Similarly, φv(v) measures the implau-

sibility of the measurement noise taking on the value v. One common choice for

these functions is the negative logarithm of the densities of wt and vt, respec-
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tively, in which case the sliding-window estimate is the maximum likelihood

estimate of xt (assuming the estimate of xt−T was perfect, and the noises wt are

IID, and vt are IID).

One particular example is φw(w) = (1/2)‖w‖2
2, φv(v) = (1/2σ2)‖v‖2

2, which

corresponds to the statistical assumptions wt ∼ N (0, I), vt ∼ N (0, σ2I). We can

also use cost functions that give robust estimates, i.e., estimates of xt that are

not greatly affected by occasional large values of wt and vt. (These correspond

to sudden unexpected changes in the state trajectory, or outliers in the measure-

ments, respectively.) For example, using the (vector) Huber measurement cost

function

φv(v) =

{
(1/2)‖v‖2

2 ‖v‖2 ≤ 1

‖v‖1 − 1/2 ‖v‖2 ≥ 1

yields state estimates that are surprisingly immune to occasional large values of

the measurement noise vt. (See, e.g., [1, §6.1.2].)

We can initialize the problem above with the previously computed state trajec-

tory, shifted in time, or with one obtained by a linear estimation method, such as

Kalman filtering, that ignores the state constraints and, if needed, approximates

the cost functions as quadratic.

1.3.5 Real-time input design

We consider a linear dynamical system

xt+1 = Axt + But,

where xt ∈ Rn is the state, and ut ∈ Rm is the control input at time period

t ∈ Z. We are interested in choosing ut, . . . , ut+T−1, given xt (the current state)

and some convex constraints and objective on ut, . . . , ut+T−1 and xt+1, . . . , xT .

As a specific example, we consider minimum norm state transfer to a desired

state xdes, with input and state bounds. This can be formulated as the QP

minimize
∑T−1

τ=t ‖uτ‖2
2

subject to xτ+1 = Axτ + Buτ , τ = t, . . . , t + T − 1

umin ≤ uτ ≤ umax, τ = t, . . . , t + T − 1

xmin ≤ xτ ≤ xmax, τ = t, . . . , t + T,

xT = xdes,

with variables ut, . . . , ut+T−1, xt, . . . , xt+T . (The inequalities on uτ and xτ are

componentwise.)

1.3.6 Model predictive control

We consider a linear dynamical system

xt+1 = Axt + But + wt, t = 1, 2, . . . ,
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where xt ∈ Rn is the state, ut ∈ U ⊂ Rm is the control input, and wt ∈ Rn is

a zero mean random process noise, at time period t ∈ Z+. The set U , which is

called the input constraint set, is defined by a set of linear inequalities; a typical

case is a box,

U = {v | ‖v‖∞ ≤ Umax}.

We use a state feedback function (control policy) ϕ : Rn → U , with u(t) =

ϕ(xt), so the ‘closed-loop’ system dynamics are

xt+1 = Axt + Bϕ(xt) + wt, t = 1, 2, . . . .

The goal is to choose the control policy ϕ to minimize the average stage cost,

defined as

J = lim
T→∞

1

T

T∑

t=1

E
(
xT

t Qxt + uT
t Rut

)
,

where Q � 0 and R � 0. The expectation here is over the process noise.

Model predictive control is a general method for finding a good (if not optimal)

control policy. To find ut = ϕmpc(xt), we first solve the optimization problem

minimize 1
T

∑T
t=1

(
z̃T

t Qzt + vT
t Rvt

)
+ zT

T+1QfzT+1

subject to zt+1 = Azt + Bvt, t = 1, . . . , T

vt ∈ U , t = 1, . . . , T

z1 = xt,

(1.3)

with variables v1, . . . , vT ∈ Rm and z1, . . . , zT+1 ∈ Rn. Here T is called the MPC

horizon, and Qf � 0 defines the final state cost. We can interpret the solution

to this problem as a plan for the next T time steps, starting from the current

state, and ignoring the disturbance. Our control policy is

ut = ϕmpc(xt) = v⋆
1 ,

where v⋆ is a solution of the problem (1.3). Roughly speaking, in MPC we com-

pute a plan of action for the next T steps, but then execute only the first control

input from the plan.

The difference between real-time trajectory planning and MPC is recourse (or

feedback). In real-time trajectory planning an input sequence is chosen, and then

executed. In MPC, a trajectory plan is carried out at each step, based on the most

current information. In trajectory planning, the system model is deterministic,

so no recourse is needed.

One important special case of MPC is when the MPC horizon is T = 1, in

which case the control policy is

ut = argmin
v∈U

(
vT Rv + (Axt + Bv)T Qf (Axt + Bv)

)
. (1.4)

In this case the control policy is refered to as a control-Lyapunov policy [90, 91].
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To evaluate ϕ(xt), we must solve instances of the QP (1.3) or (1.4). The only

parameter in these problem families is xt; the other problem data (A, B, U , Q,

R, Qf , T ) are fixed and known.

There are several useful initializations for the QP (1.3) [6]. One option is to

use a linear state feedback gain for an associated unconstrained control problem.

Another is to propagate a solution from the previous time step forward.

1.3.7 Optimal network flow rates

This is an example of a resource allocation or resource sharing problem, where

the resource to be allocated is the bandwidth over each of a set of links (see, for

example, [92, 93], [94, §8]). We consider a network with m edges or links, labeled

1, . . . , m, and n flows, labeled 1, . . . , n. Each flow has an associated nonnegative

flow rate fj ; each edge or link has an associated positive capacity ci. Each flow

passes over a fixed set of links (its route); the total traffic ti on link i is the

sum of the flow rates over all flows that pass through link i. The flow routes are

described by a routing matrix R ∈ {0, 1}m×n, defined as

Rij =

{
1 flow j passes through link i

0 otherwise.

Thus, the vector of link traffic, t ∈ Rm, is given by t = Rf . The link capacity

constraints can be expressed as Rf ≤ c.

With a given flow vector f , we associate a total utility

U(f) = U1(f1) + · · · + Un(fn),

where Ui is the utility for flow i, which we assume is concave and nondecreasing.

We will choose flow rates that maximize total utility, i.e., that are solutions of

maximize U(f)

subject to Rf ≤ c, f ≥ 0,

with variable f . This is called the network utility maximization (NUM) problem.

Typical utility functions include linear, with Ui(fi) = wifi, where wi is a pos-

itive constant; logarithmic, with Ui(fi) = wi log fi, and saturated linear, with

Ui(fi) = wi min{fi, si}, wi a positive weight and si a positive satiation level.

With saturated linear utilities, there is no reason for any flow to exceed its sati-

ation level, so the NUM problem can be cast as

maximize wT f

subject to Rf ≤ c, 0 ≤ f ≤ s,
(1.5)

with variable f .

In a real-time setting, we can imagine that R, and the form of each utility

function, are fixed; the link capacities and flow utility weights or satiation flow

rates change with time. We solve the NUM problem repeatedly, to adapt the

flow rates to changes in link capacities or in the utility functions.
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Several initializations for (1.5) can be used. One simple one is f = α1, with

α = mini ci/ki, where ki is the number of flows that pass over link i.

1.3.8 Optimal power generation and distribution

This is an example of a single commodity network flow optimization problem.

We consider a single commodity network, such as an electrical power network,

with n nodes, labeled 1, . . . , n, and m directed edges, labeled 1, . . . , m. Sources

(generators) are connected to a subset G of the nodes, and sinks (loads) are

connected to a subset L of the nodes. Power can flow along the edges (lines),

with a loss that depends on the flow.

We let pin
j denote the (nonnegative) power that enters the tail of edge j; pout

j

will denote the (nonnegative) power that emerges from the head of edge j. These

are related by

pin
j = pout

j + ℓj(p
in
j ), j = 1, . . . , m, (1.6)

where ℓj(p
in
j ) is the loss on edge j. We assume that ℓj is a nonnegative, increasing,

and convex function. Each line also has a maximum allowed input power: pin
j ≤

Pmax
j , j = 1, . . . , m.

At each node the total incoming power, from lines entering the node and a

generator, if one is attached to the node, is converted and routed to the outgoing

nodes, and to any attached loads. We assume the conversion has an efficiency

ηi ∈ (0, 1]. Thus we have

li +
∑

j∈I(i)

pout
j = ηi



gi +
∑

j∈O(j)

pin
j



 , i = 1, . . . , n, (1.7)

where li is the load power at node i, gi is the generator input power at node i,

I(i) is the set of incoming edges to node i, and O(i) is the set of outgoing edges

from node i. We take li = 0 if i 6∈ L, and gi = 0 if i 6∈ G.

In the problem of optimal generation and distribution, the node loads li are

given; the goal is find generator powers gi ≤ Gmax
i , and line power flows pin

i

and pout
j , that minimize the total generating cost, which we take to be a linear

function of the powers, cT g. Here ci is the (positive) cost per watt for generator

i. The problem is thus

minimize cT g

subject to (1.6), (1.7)

0 ≤ g ≤ Gmax

0 ≤ pin ≤ Pmax, 0 ≤ pout

with variables gi, for i ∈ G; pin ∈ Rm, and pout ∈ Rm. (We take gi = 0 for i 6∈ G.)

Relaxing the line equations (1.6) to the inequalities

pin
j ≥ pout

j + ℓj(p
in
j ), j = 1, . . . , m,
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we obtain a convex optimization problem. (It can be shown that every solution

of the relaxed problem satisfies the line loss equations (1.6).)

The problem described above is the basic static version of the problem. There

are several interesting dynamic versions of the problem. In the simplest, the

problem data (e.g., the loads and generation costs) vary with time; in each time

period, the optimal generation and power flows are to be determined by solving

the static problem. We can add constraints that couple the variables across

time periods; for example, we can add a constraint that limits the increase or

decrease of each generator power in each time period. We can also add energy

storage elements at some nodes, with various inefficiencies, costs, and limits; the

resulting problem could be handled by (say) model predictive control.

1.3.9 Processor speed scheduling

We first describe the deterministic finite-horizon version of the problem. We

must choose the speed of a processor in each of T time periods, which we

denote s1, . . . , sT . These must lie between given minimum and maximum values,

smin and smax. The energy consumed by the processor in period t is given by

φ(st), where φ : R → R is increasing and convex. (A very common model, based

on simultaneously adjusting the processor voltage with its speed, is quadratic:

φ(st) = αs2
t .) The total energy consumed over all the periods is E =

∑T
t=1 φ(st).

Over the T time periods, the processor must handle a set of n jobs. Each job

has an availability time Ai ∈ {1, . . . , T}, and a deadline Di ∈ {1, . . . , T}, with

Di ≥ Ai. The processor cannot start work on job i until period t = Ai, and must

complete the job by the end of period Di. Each job i involves a (nonnegative)

total work Wi.

In period t, the processor allocates its total speed st across the n jobs as

st = St1 + · · · + Stn,

where Sti ≥ 0 is the effective speed the processor devotes to job i during period

t. To complete the jobs we must have

Di∑

t=Ai

Sti ≥ Wi, i = 1, . . . , n. (1.8)

(The optimal allocation will automatically respect the availability and deadline

constraints, i.e., satisfy Sti = 0 for t < Ai or t > Di.)

We will choose the processor speeds, and job allocations, to minimize the total

energy consumed:

minimize E =
∑T

t=1 φ(st)

subject to smin ≤ s ≤ smax, s = S1, S ≥ 0

(1.8),

with variables s ∈ RT and S ∈ RT×n. (The inequalities here are all elementwise.)



Contents 25

In the simplest embedded real-time setting, the speeds and allocations are

found for consecutive blocks of time, each T periods long, with no jobs spanning

two blocks of periods. The speed allocation problem is solved for each block

separately; these optimization problems have differing job data (availability time,

deadline, and total work).

We can also schedule the speed over a rolling horizon, that extends T periods

into the future. At time period t, we schedule processor speed and allocation

for the periods t, t + 1, . . . , t + T . We interpret n as the maximum number of

jobs that can be simultaneously active over such a horizon. Jobs are dynam-

ically added and deleted from the list of active jobs. When a job is finished,

it is removed; if a job has already been allocated speed in previous periods,

we simply set its availability time to t, and change its required work to be the

remaining work to be done. For jobs with deadlines beyond our horizon, we set

the deadline to be t + T (the end of our rolling horizon), and linearly interpolate

the required work. This gives us a model predictive control method, where we

solve the resulting (changing) processor speed and allocation problems in each

period, and use the processor speed and allocation corresponding to the current

time period. Such a method can dynamically adapt to changing job workloads,

new jobs, jobs that are cancelled, or changes in availability and deadlines. This

scheme requires the solution of a scheduling problem in each period.

1.4 Algorithm considerations

1.4.1 Requirements

The requirements and desirable features of algorithms for real-time embedded

optimization applications differ from those for traditional applications. We first

list some important requirements for algorithms used in real-time applications.

Stability and reliability
The algorithm should work well on all, or almost all, a ∈ A. In contrast, a small

failure rate is expected and tolerated in traditional generic algorithms, as a price

paid for the ability to efficiently solve a wide range of problems.

Graceful handling of infeasibility
When the particular problem instance is infeasible, or near the feasible-infeasible

boundary, a point that is closest to feasible, in some sense, is typically needed.

Such points can be found with a traditional Phase I method [1, §11.4], which

minimizes the maximum constraint violation, or a sum of constraint violations.

In industrial implementations of MPC controllers, for example, the state bound

constraints are replaced with what are called soft constraints, i.e., penalties for

violating the state constraints that added to the objective function; see, e.g., [21,§3.4]. Another option is to use an infeasible Newton-based method ([1, §10.3]),
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in which all iterates satisfy the inequality constraints, but not necessarily the

equality constraints, and simply terminate this after a fixed number of steps,

whether or not the equality constraints are satisfied [6].

Guaranteed run time bounds
Algorithms used in a real-time setting must be fast, with execution time that is

predictable and bounded. Any algorithm in a real-time loop must have a finite

maximum execution time, so results become available in time for the rest of the

real-time loop to proceed. Most traditional optimization algorithms have variable

run times, since they exit only when certain residuals are small enough.

Another option, that can be useful in synchronous or asynchronous real-time

optimization applications, is to employ an any-time algorithm, i.e., an algorithm

which can be interrupted at any time (after some minimum), and shortly there-

after returns a reasonable approximation of the solution [95, 96].

1.4.2 Exploitable features

On the other hand, real-time applications present us with several features that

can work to our advantage, compared to traditional generic applications.

Known (and often modest) accuracy requirements
Most general purpose solvers provide high levels of accuracy, commonly pro-

viding optimal values accurate to six or more significant figures. In a real-time

setting, such high accuracy is usually unnecessary. For any specific real-time

application, the required accuracy is usually known, and typically far smaller

than six figures. There are several reasons that high accuracy is often not needed

in real-time applications. The variables might represent actions that can be only

carried out with some finite fixed resolution (as in a control actuator), so accu-

racy beyond this resolution is meaningless. As another example, the problem

data might be (or come from) physical measurements, which themselves have

relatively low accuracy; solving the optimization problem to high accuracy when

the data itself has low accuracy is unnecessary. And finally, the model (such as a

linear dynamical system model or a statistical model) used to form the real-time

optimization problem might not hold to high accuracy, so once again solving the

problem to high accuracy is unnecessary.

In many real-time applications, the optimization problem can be solved to low

or even very low accuracy, without substantial deterioration in the performance

of the overall system. This is especially the case in real-time feedback control, or

systems that have recourse, where feedback helps to correct errors from solving

previous problem instances inaccurately. For example, Wang and Boyd recently

found that, even when the QPs arising in MPC are solved very crudely, high

quality control is still achieved [6].
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Good initializations are often available
In real-time optimization applications, we often have access to a good initial guess

for x⋆. In some problems, this comes from a heuristic or approximation specific

to the application. For example, in MPC we can initialize the trajectory with

one found (quickly) from a classical control method, with a simple projection to

ensure the inequality constraints are statisfied. In other real-time optimization

applications, the successive problem instances to be solved are near each other,

so the optimal point from the last solved problem instance is a good starting

point for the current problem instance. MPC provides a good example here, as

noted earlier: The most recently computed trajectory can be shifted by one time

step, with the boundaries suitably adjusted.

Using a previous solution, or any other good guess, as an initialization for

a new problem instance is called warm starting [97], and in some cases can

dramatically reduce the time required to compute the new solution.

Variable ranges can be determined
A generic solver must work well for data (and solutions) that vary over large

ranges of values, that are not typically specified ahead of time. In any partic-

ular real-time embedded application, however, we can obtain rather good data

about the range of values of variables and parameters. This can be done through

simulation of the system, with historical data, or randomly generated data from

an appropriate distribution. The knowledge that a variable lies between 0 and

10, for example, can be used to impose (inactive) bounds on it, even when no

bounds are present in the original problem statement. Adding bounds like this,

which are meant to be inactive, can considerably improve the reliability of, for

example, interior-point methods. Other solution methods can use these bounds

to tune algorithm parameters.

1.4.3 Interior-point methods

Many methods can be used to solve optimization problems in a real-time setting.

For example, Diehl et al [28, 29, 98] have used active set methods for real-

time nonlinear MPC. First order methods, such as classical projected gradient

methods (see, e.g., [99]), or the more recently developed mirror-descent methods

[100], can also be attractive, especially when warm-started, since the accuracy

requirements for embedded applications can sometimes be low. The authors have

had several successful experiences with interior-point methods. These methods

typically require several tens of steps, each of which involves solving a set of

equations associated with Newton’s method.

Simple primal barrier methods solve a sequence of smooth, equality con-

strained problems using Newton’s method, with a barrier parameter κ that

controls the accuracy or duality gap (see, for example, [1, §11] or [101]). For

some real-time embedded applications, we can fix the accuracy parameter κ at

some suitable value, and limit the number of Newton steps taken. With proper
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choice of κ, and warm-start initialization, good application performance can be

obtained with just a few Newton steps. This approach is used in [32] to compute

optimal robot grasping forces, and in [6] for MPC.

More sophisticated interior-point methods, such as primal-dual methods ([64,§19], [65]) are also very good candidates for real-time embedded applications.

These methods can reliably solve problem instances to high accuracy in several

tens of steps, but we have found that in many cases, accuracy that is more than

adequate for real-time embedded applications is obtained in just a few steps.

1.4.4 Solving systems with KKT-like structure

The dominant effort required in each iteration of an interior-point method is

typically the calculation of the search direction, which is found by solving one

or two sets of linear equations with KKT (Karush-Kuhn-Tucker) structure:
[

H AT

A 0

] [
∆x

∆y

]

=

[
r1

r2

]

. (1.9)

Here H is positive semidefinite, A is full rank and fat (i.e., has fewer rows than

columns), and ∆x and ∆y are (or are used to find) the search direction for the

primal and dual variables. The data in the KKT system change in each iteration,

but the sparsity patterns in H and A are often the same for all iterations, and

all problem instances to be solved. This common sparsity pattern derives from

the original problem family.

The KKT equations (1.9) can be solved by several general methods. An iter-

ative solver can provide good performance for very large problems, or when

extreme speed is needed, but can require substantial tuning of the parameters

(see, e.g., [102, 103]). For small and medium size problems, though, we can

employ a direct method, such as LDLT (‘signed Cholesky’) factorization, pos-

sibly using block elimination [104]. We find a permutation P (also called an

elimination ordering or pivot sequence), a lower triangular matrix L, and a diag-

onal matrix D (both invertible) such that

P

[
H AT

A 0

]

PT = LDLT . (1.10)

Once the LDLT factorization has been found, we use backward and forward

elimination to solve the KKT system (1.9) [1, §C.4.2], [105]. The overall effort

required depends on the sparsity pattern of L; more specifically, the number of

nonzero entries. This number is always at least as large as the number of nonzero

entries in the lower triangular part of the KKT matrix; additional nonzero entries

in L, that are not in the KKT matrix, are called fill-in entries, and the number of

fill-in entries is referred to as the fill-in. The smaller the fill-in, the more efficiently

the KKT system can be solved.

The permutation P is chosen to reduce fill-in, while avoiding numerical insta-

bility (such as dividing by a very small number) in the factorization, i.e., the
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computation of L and D. In an extreme case, we can encounter a divide-by-zero

in our attempt to compute the LDLT factorization (1.10), which means that

such a factorization does not exist for that particular KKT matrix instance, and

that choice of permutation. (The factorization exists if and only if every leading

principal submatrix of the permuted KKT matrix is nonsingular.)

Static pivoting or symbolic permutation refers to the case when P is chosen

based only the sparsity pattern of the KKT matrix. In constrast, dynamic piv-

oting refers to the case when P is chosen in part based on the numeric values in

the partially factorized matrix. Most general purpose sparse equation solvers use

dynamic pivoting; static pivoting is used in some special cases, such as when H

is positive definite and A is absent. For real-time embedded applications, static

pivoting has several advantages. It results in a simple algorithm with no con-

ditionals, which allows us to bound the run-time (and memory requirements)

reliably, and allows much compiler optimization (since the algorithm is branch

free). So we proceed assuming that static permutation will be employed. In other

words, we will choose one permutation P and use it to solve the KKT system

arising in each interior-point iteration in each problem instance to be solved.

Methods for choosing P , based on the sparsity pattern in the KKT matrix,

generally use a heuristic for minimizing fill-in, while guaranteeing that the

LDLT factorization exists. KKT matrices have special structure, which may be

exploited when selecting the permutation [106, 107, 108]. A recent example is the

KKTDirect package, developed by Bridson [109], which chooses a permutation

that guarantees existence of the LDLT factorization, provided H is positive def-

inite and A is full rank, and tends to achieve low fill-in. Other methods include

approximate minimum degree ordering [110], or METIS [111], which may be

applied to the positive definite portion of the KKT matrix, and again after a

block reduction. While existence of the factorization does not guarantee numer-

ical stability, it has been observed in practice. (Additional methods, described

below, can be used to guard against numerical instability.)

One pathology that can occur is when H is singular (but still positive semidef-

inite). One solution is to solve the (equivalent) linear equations
[

H + AT QA AT

A 0

] [
∆x

∆y

]

=

[
r1 + AT Qr2

r2

]

,

where Q is any positive semidefinite matrix for which H + AT QA is positive

definite [1, §10.4.2]. The key here is to choose Q (if possible) so that the number

of nonzero entries in H + AT QA is not too much more than the number of

nonzero entries in A.

Some standard tricks used in optimization computations can also be used

in the context of real-time embedded applications. One is to dynamically add

diagonal elements to the KKT matrix, during factorization, to avoid division

by small numbers (including zero); see, e.g., [112]. In this case we end up with

the factorization of a matrix that is close to, but not the same as, the KKT

matrix; the search direction computed using this approximate factorization is
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only an approximate solution of the original KKT system. One option is to simply

use the resulting approximate search direction in the interior-point method, as

if it were the exact search direction [65, §11]. Another option is to use a few

steps of iterative refinement, using the exact KKT matrix and the approximate

factorization [113].

1.5 Code generation

1.5.1 Custom KKT solver

To generate a custom solver based on an interior-point method, we start by

generating code to carry out the LDLT factorization. The most important point

here is that the sparsity pattern of L can be determined symbolically, from

the sparsity patterns of H and A (which, in turn, derive from the structure of

the original problem family), and the permutation matrix P . In particular, the

sparsity pattern of L, as well as the exact list of operations to be carried out in

the factorization, are known at code generation time. Thus, at code generation

time, we can carry out the following tasks.

1. Choose the permutation P . This is done to (approximately) minimize fill-

in while ensuring existence of the factorization. Considerable effort can be

expended in this task, since it is done at code generation time.

2. Determine storage schemes. Once the permuation is fixed, we can choose a

storage scheme for the permuted KKT matrix (if we in fact form it explicitly),

and its factor L.

3. Generate code. We can now generate code to perform the following tasks.� Fill the entries of the permuted KKT matrix, from the parameter a and the

current primal and dual variables.� Factor the permuted KKT matrix, i.e., compute the values of L and D.� Solve the permuted KKT system, by backward and forward substitution.

Thus, we generate custom code that quickly solves the KKT system (1.9). Note

that once the code is generated, we know the exact number of floating point

operations required to solve the KKT system.

1.5.2 Additional optimizations

The biggest reduction in solution time comes from careful choice of algorithm,

problem transformations, and permutations used in computing the search direc-

tions. Together, these fix the number of floating point operations (flops) that a

solver requires. Floating point arithmetic is typically computationally expensive,

even when dedicated hardware is available.

A secondary goal, then, is to maximize utilization of a computer’s floating point

unit or units. This is a standard code optimization task, some parts of which a
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good code generator can perform automatically. Here are some techniques that

may be worth exploring. For general information about compilers, see, e.g., [114].� Memory optimization. We want to store parameter and working problem data

as efficiently as possible in memory, to access it quickly, maximize locality of

reference and minimize total memory used. The code generator should choose

the most appropriate scheme ahead of time.

Traditional methods for working with sparse matrices, for example in packages

like UMFPACK [115] and CHOLMOD [116], require indices to be stored along

with problem data. At code generation time we already know all locations of

nonzero entries, so we have the choice of removing explicit indices, designing

a specific storage structure and then referring to the nonzero entries directly.� Unrolling code. Similar to unrolling loops, we can ‘unroll’ factorizations and

multiplies. For example, when multiplying two sparse matrices, one option is

to write each (scalar) operation explicitly in code. This eliminates loops and

branches to make fast, linear code, but also makes the code more verbose.� Caching arithmetic results. If certain intermediate arithmetic results are used

multiple times, it may be worth trading additional storage for reduced floating

point computations.� Re-ordering arithmetic. As long as the algorithm remains mathematically cor-

rect, it may be helpful to re-order arithmetic instructions to better use caches.

It may also be worth replacing costly divides (say) with additional multiplies.� Targeting specific hardware. Targeting specific hardware features may allow

performance gains. Some processors may include particular instruction sets

(like SSE [117], which allows faster floating point operations). This typically

requires carefully arranged memory access patterns, which the code generator

may be able to provide. Using more exotic hardware is possible too; graphics

processors allow high speed parallel operations [118], and some recent work

has investigated using FPGAs for MPC [119, 120].� Parallelism. Interior-point algorithms offer many opportunities for parallelism,

especially because all instructions can be scheduled at code generation time.

A powerful code generator may be able to generate parallel code to efficiently

use multiple cores or other parallel hardware.� Empirical optimization. At the expense of extra code generation time, a code

generator may have the opportunity to use empirical optimization to find the

best of multiple options.� Compiler selection. A good compiler with carefully chosen optimization flags

can significantly improve the speed of program code.

We emphasize that all of this optimization can take place at code generation

time, and thus, can be done in relative leisure. In a real-time optimization setting,

longer code generation and compile times can be tolerated, especially when the

benefit is solver code that runs very fast.
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1.6 CVXMOD: a preliminary implementation

We have implemented a code generator, within the CVXMOD framework, to test

some of these ideas. It is a work in progress; we report here only a preliminary

implementation. It can handle any problem family that is representable via dis-

ciplined convex programming [121, 122, 123] as a QP (including, in particular,

LP). Problems are expressed naturally in CVXMOD, using QP-representable

functions such as min, max, norm1, and norminf.

A wide variety of algorithms can be used to solve QPs. We briefly describe

here the particular primal-dual method we use in our current implementation.

While it has excellent performance (as we will see from the experimental results),

we do not claim that it is any better than other, similar methods.

1.6.1 Algorithm

CVXMOD begins by transforming the given problem into the standard QP form

(1.2). The optimization variable therein includes the optimization variables in the

original problem, and possibly other, automatically introduced variables. Code

is then prepared for a Mehrotra predictor-corrector primal-dual interior point

method [124].

We start by introducing a slack variable s ∈ Rm, which results in the problem

minimize (1/2)xT Px + qT x

subject to Gx + s = h, Ax = b, s ≥ 0,

with (primal) variables x and s. Introducing dual variables y ∈ Rn and z ∈ Rm,

and defining X = diag(x) and S = diag(s), the KKT optimality conditions for

this problem are

Px + q + GT z + AT y = 0

Gx + s = h, Ax = b

s ≥ 0, z ≥ 0

ZS = 0.

The first and second lines (which are linear equations) correspond to dual and

primal feasibility, respectively. The third gives the inequality constraints, and the

last line (a set of nonlinear equations) is the complementary slackness condition.

In a primal-dual interior-point method, the optimality conditions are solved by

a modified Newton method, maintaining strictly positive s and z (including by

appropriate choice of step length), and linearizing the complementary slackness

condition at each step. The linearized equations are


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which, in a Mehrotra predictor-corrector scheme, we need to solve with two

different right-hand sides [124]. This system of linear equations is nonsymmetric,

but can be put in standard KKT form (1.9) by a simple scaling of variables:







P 0 GT AT

0 S−1Z I 0

G I 0 0

A 0 0 0


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The (1,1) block here is positive semidefinite.

The current implementation of CVXMOD performs two steps of block elimi-

nation on this block 4 × 4 system of equations, which results in a reduced block

2 × 2 system, also of KKT form. We determine a permutation P for the reduced

system using KKTDirect [109].

The remainder of the implementation of the primal-dual algorithm is straight-

forward, and is described elsewhere [124, 65, 64]. Significant performance

improvements are achieved by using many of the additional optimizations

described in §1.5.2.

1.7 Numerical examples

To give a rough idea of the performance achieved by our preliminary code gen-

eration implementation, we conducted numerical experiments. These were per-

formed on an unloaded Intel Core Duo 1.7 GHz, with 2 GB of RAM and Debian

GNU Linux 2.6. The results for several different examples are given below.

1.7.1 Model predictive control

We consider a model predictive control problem as described in §1.3.6, with state

dimension n = 10, m = 3 actuators, and horizon T = 10. We generate A and B

with N (0, 1) entries, and then scale A so that its spectral radius is one (which

makes the control challenging, and therefore interesting). The input constraint

set U is a box, with Umax = 0.15. (This causes about half of the control inputs

to saturate.) Our objective is defined by Q = I, R = I. We take Qf = 0, instead

adding the constraint that x(10) = 0. All of these data are constants in the

problem family (1.3); the only parameter is x(1), the initial state. We generate

10 000 instances of the problem family by choosing the components of x(1) from

a (uniform) U [−1, 1] distribution.

The resulting QP (1.3), both before and after transformation to CVXMOD’s

standard form, has 140 variables, 120 equality, and 70 inequality constraints. The

lower triangular portion of the KKT matrix has 1740 nonzeros; after ordering,

the factor L has 3140 nonzeros. (This represents a fill-in factor of just under

two).
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Table 1.1. Model predictive control. Performance results for 10 000 solves.

Original problem Transformed problem Performance (per solve)

Variables 140 n 140 Step limit 4
Parameters 140 p 120 Steps (avg) 3.3
Equalities 120 m 70 Final gap (avg) 0.9%
Inequalities 60 nnz(KKT ) 1740 Time (avg) 425 µs

nnz(L) 3140 Time (max) 515 µs

We set the maximum number of iterations to be four, terminating early if

sufficient accuracy is attained in fewer steps. (The level of accuracy obtained is

more than adequate to provide excellent control performance; see, e.g., [6].) The

performance results are summarized in Table 1.1.

The resulting QP may be solved at well over 1000 times per second, meaning

that MPC can run at over 1 kHz. (Kilohertz rates can be obtained using explicit

MPC methods, but this problem is too large for that approach.)

1.7.2 Optimal order execution

We consider the open-loop optimal execution problem described in §1.3.2. We

use a simple affine model for the mean price trajectory. We fix the mean starting

price p̄1 and set

p̄i = p̄1 + (dp̄1/(T − 1))(i − 1), i = 2, . . . , T,

where d is a parameter (the price drift). The final mean price p̄T is a factor 1 + d

times the mean starting price.

We model price variation as a random walk, parameterized by the single-step

variance σ2/T . This corresponds to the covariance matrix with

Σij = (σ2/T )min(i, j), i, j = 1, . . . , T.

The standard deviation of the final price is σ.

We model the effect of sales on prices with

Aij =

{
(αp̄1/Smax)e

(j−i)/β i ≥ j

0 i < j,

where α and β are parameters. The parameter α gives the immediate decrease

in price, relative to the initial mean price, when we sell the maximum number of

shares, Smax. The parameter β, which has units of periods, determines (roughly)

the number of periods over which a sale impacts prices: After around β periods,

the price impact is around 1/e ≈ 38% of the initial impact.

To test the performance of the generated code, we generate 1 000 problem

instances, for a problem family with T = 20 periods. We fix the starting price as

p̄1 = 10, the risk aversion parameter as γ = 0.5, the final price standard deviation
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Table 1.2. Optimal execution problem. Performance results for 1 000 solves.

Original problem Transformed problem Performance (per solve)

Variables 20 n 20 Step limit 4
Parameters 232 p 1 Steps (avg) 3.0
Equalities 1 m 40 Final gap (avg) 0.05%
Inequalities 40 nnz(KKT) 231 Time (avg) 49 µs

nnz(L) 231 Time (max) 65 µs

as σ = 4, and the maximum shares sold per period as Smax = 10 000. For each

problem instance we randomly generate parameters as follows. We take d ∼

U [−0.3, 0.3] (representing a mean price movement between 30% decrease and

30% increase) and choose S ∼ U [0, 10 000]. We take α ∼ U [0.05, 0.2] (meaning

an immediate price impact for the maximum sale ranges between 5% and 20%),

and β ∼ U [1, 10] (meaning the price increase effect persists between 1 and 10

periods).

CVXMOD transforms the original problem, which has 20 variables, one equal-

ity constraint, and 20 inequality constraints, into a standard form problem with

20 variables and one equality constraint. The lower triangular portion of the

KKT matrix has a total of 231 nonzero entries. After ordering, L also has 231

entries, so there is no fill-in.

We fix the maximum number of iterations at four, terminating earlier if the

duality gap is less than 500. (The average objective value is around 250 000, so

this represents a required accuracy around 0.2%.) The performance results are

summarized in Table 1.2. We can see that well over 100 000 problem instances

can be solved in one second.

We should mention that the solve speed obtained is far faster than what is

needed in any real-time implementation. One practical use of the very fast solve

time is for Monte Carlo simulation, which might be used to test the optimal

execution algorithm, tune various model parameters (e.g., A), and so on.

1.7.3 Optimal network flow rates

We consider the NUM problem with satiation (1.5). We choose (and fix) a ran-

dom routing matrix R ∈ {0, 1}50×50 by setting three randomly chosen entries in

each column to 1. This corresponds to a network with 50 flows and 50 links, with

each flow passing over 3 links.

CVXMOD transforms the original problem, which has 50 scalar variables and

150 inequality constraints, into a problem in standard form, which also has 50

scalar variables and 150 inequality constraints. The lower triangular portion of

the KKT matrix has a total of 244 nonzero entries. After ordering, L has 796

nonzero entries. This corresponds to a fill-in factor of a little over three.
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Table 1.3. NUM problem. Performance results for 100 000 solves.

Original problem Transformed problem Performance (per solve)

Variables 50 n 50 Step limit 6
Parameters 300 p 0 Steps (avg) 5.7
Equalities 0 m 150 Final gap (avg) 0.8%
Inequalities 150 nnz(KKT) 244 Time (avg) 230 µs

nnz(L) 496 Time (max) 245 µs

To test the performance of the generated code, we generate 100 000 problem

instances, with random parameters, chosen as follows. The weights are uniform

on [1, 5], the satiation levels are uniform on [5 000, 15 000], and the link capacities

are uniform on [10 000, 30 000].

We fix a step limit of six, terminating earlier if sufficient accuracy is attained

(in this case, if the duality gap passes below 2000, which typically represents

about 1.5% accuracy). The performance results are summarized in Table 1.3.

We can see that this optimal flow problem can be solved several thousand

times per second, making it capable of responding to changing link capacities,

satiation levels, or flow utilities on the millisecond level. As far as we know,

flow control on networks is not currently done by explicitly solving optimization

problems; instead, it is carried out using protocols that adjust rates based on

a simple feedback mechanism, using the number of lost packets, or round-trip

delay times, for each flow. Our high solver speed suggests that, in some cases,

flow control could be done by explicit solution of an optimization problem.

1.7.4 Real-time actuator optimization

A rigid body has n actuators, each of which applies a force (or torque) at a

particular position, in a particular direction. These forces and torques must lie

in given intervals. For example, a thruster, or a force transfered by tension in

a cable, can only apply a nonnegative force, which corresponds to a lower limit

of zero. The bounds can also represent limits on the magnitude of the force or

torque for each actuator. The forces and torques yield a net force (∈ R3) and

net moment (∈ R3) that are linear functions of the actuator values. The goal is

to achieve a given desired net force and moment with minimum actuator cost.

Taking the lower limit to be zero (i.e., all forces must be nonnegative), and a

linear cost function, we have the problem

minimize cT f

subject to F des = Af, Ωdes = Bf,

0 ≤ f ≤ Fmax,

with variable f ∈ Rn. Here c ∈ Rn defines the cost, and A ∈ R3×n (B ∈ R3×n)

relates the applied forces (moments) to the net force (moment). (These matrices
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Table 1.4. Actuator problem. Performance results for 100 000 solves.

Original problem Transformed problem Performance (per solve)

Variables 50 n 50 Step limit 7
Parameters 300 p 6 Steps (avg) 6.4
Equalities 6 m 100 Final gap (avg) 0.4%
Inequalities 100 nnz(KKT) 356 Time (avg) 170 µs

nnz(L) 1317 Time (max) 190 µs

depend on the location and direction of the actuator forces.) The problem data

are A, B, F des, and Ωdes.

This actuator optimization problem can be used to determine the necessary

actuator signals in real-time. A high level control algorithm determines the

desired net force and moment to be applied at each sampling interval, and the

problem above is solved to determine how best the actuators should achieve the

required net values.

To test the performance of the generated code, we solve 100 000 problem

instances. At each instance we choose an A, B ∈ R3×100 with entries uniform

on [−2.5, 2.5], set the entries of c uniform on [0.1, 1], the entries of F net and Ωnet

uniform on [−5, 5] and Fmax = 1.

We fix a step limit of seven, terminating earlier if sufficient accuracy is attained

(in this case, if the duality gap passes below 0.007, which typically represents

about 1% accuracy). The performance results are summarized in Table 1.4.

We see that the problem instances can be solved at a rate of several thou-

sand per second, which means that this actuator optimization method can be

embedded in a system running at several kHz.

1.8 Summary, conclusions, and implications

In real-time embedded optimization we must solve many instances of an opti-

mization problem from a given family, often at regular time intervals. A generic

solver can be used if the time intervals are long enough, and the problems small

enough. But for many interesting applications, particularly those in which prob-

lem instances must be solved in milliseconds (or faster), a generic solver is not

fast enough. In these cases a custom solver can always be developed ‘by hand’,

but this requires much time and expertise.

We propose that code generation should be used to rapidly generate source

code for custom solvers for specific problem families. Much optimization of the

algorithm (for example the ordering of variable elimination), can be carried out

automatically during code generation. While code generation and subsequent

compilation can be slow, the resulting custom solver is very fast, and has a well

defined maximum run-time, which makes it suitable for real-time applications.
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We have implemented a basic code generator for convex optimization problems

that can be transformed to QPs, and demonstrated that extremely fast (worst-

case) execution times can be reliably achieved. On a 1.7 GHz processor, the

generated code solves problem instances with tens, or even more than a hundred

variables, in times measured in microseconds. (We believe that these times can

be further reduced by various improvements in the code generation.) These are

execution times several orders of magnitude faster than those achieved by generic

solvers.

There are several other uses for very fast custom solvers, even in cases where

the raw speed is not needed in the real-time application. One obvious example

is simulation, where many instances of the problem must be solved. Suppose for

example that a real-time trading system requires solution of a QP instance each

second, which (assuming the problem size is modest) is easily achieved with a

generic QP solver. If a custom solver can solve this QP in 100 µs, we can carry

out simulations of the trading system 10 000 times faster than real-time. This

makes it easier to judge performance and tune algorithm parameters.

Our main interest is in real-time embedded applications, in which problem

instances are solved repeatedly, and very quickly. An immediate application is

MPC, a well developed real-time control method that relies on the solution of a

QP in each time step. Until now, however, general MPC was mostly considered

practical only for ‘slow’ systems, in which the time steps are long, say, seconds

or minutes. (One obvious exception is the recent development of explicit MPC,

which is limited to systems to with a small number of states, actuators, and

constraints, and a short horizon.) We believe that MPC should be much more

widely used than it currently is, especially in applications with update times

measured in milliseconds.

We can think of many other potential applications of real-time embedded

optimization, in areas such as robotics, signal processing, and machine learning,

to name just a few. Many of the real-time methods in wide use today are simple,

requiring only a few matrix-vector (or even vector-vector) operations at run-time.

The parameters or weights, however, are calculated with considerable effort, often

by optimization, and off-line. We suspect that methods that solve optimization

problems on-line can out-perform methods that use only simple calculations on-

line. (This is certainly the case in control, which suggests that it should be the

case in other application areas as well.)

There might seem to be a clear dividing line between traditional real-time

control and signal processing methods, which rely on simple calculations in each

step, and ‘computational’ methods, that carry out what appear to be more com-

plex calculations in each step, such as solving a QP. The classical example here is

the distinction between a classical feedback control law, which requires a hand-

ful of matrix-matrix and matrix-vector operations in each step, and MPC, which

requires the solution of a QP in each time step. We argue that no such clean

dividing line exists: We can often solve a QP (well enough to obtain good perfor-

mance) in a time comparable to that required to compute a classical control law,
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and, in any case, fast enough for a wide variety of applications. We think that

a smearing of the boundaries between real-time optimization and control will

occur, with many applications benefitting from solution of optimization prob-

lems in real-time.

We should make a comment concerning the particular choices we made in

the implementation of our prototype code generator. These should be inter-

preted merely as incidental selections, and not as an assertion that these are the

best choices for all applications. In particular, we do not claim that primal-dual

interior-point methods are better than active set or first order methods; we do

not claim that dynamic pivoting should always be avoided; and we do not claim

that using an LDLT factorization of the reduced KKT system is the best way

to solve for the search direction. We do claim that these choices appear to be

good enough to result in very fast, and very reliable solvers, suitable for use in

embedded real-time optimization applications.

Finally, we mention that our preliminary code generator, and numerical exam-

ples, focus on relatively small problems, with tens of variables, and very fast solve

times (measured in microseconds). But many of the same ideas apply to much

larger problems, say with thousands of variables. Custom code automatically

generated for such a problem family would be much faster than a generic solver.
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